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Foreword 
 
Catalog '04, hosted by the Department of Translation and Philology at Universitat Pompeu 
Fabra in Barcelona, July 19-21, 2004, is the eighth in the SEMDIAL series of workshops. 
SEMDIAL Workshops bring together researchers working on the semantics and pragmatics of 
dialogue in fields such as artificial intelligence, formal semantics and pragmatics, computational 
linguistics, philosophy, and psychology. The series was founded by Gerhard Jäger and Anton 
Benz, who were students at the CIS, University of Munich, at the time of the first meeting, 
MunDial 1997. MunDial 1997 was followed by Twendial 1998 (Enschede, The Netherlands), 
Amstelogue 1999 (Amsterdam, The Netherlands), Götalog 2000 (Gothenburg, Sweden), Bi-
Dialog 2001 (Bielefeld, Germany), Edilog 2002 (Edinburgh, Scotland), and DiaBruck 2003 
(Saarbrücken, Germany). 
 
One of the toughest tasks for the organizers of a SEMDIAL workshop is choosing a name for 
the event. Following a by now time-honored tradition, one has to toy around with the name 
dialog and the name of the city or area that hosts the workshop. Fortunately, however, this year 
someone did the thinking for us. After a few unsuccessful tosses with Barnalog, Dial-a-barn, 
and Dialona, Massimo Poesio came up with the splendid Catalog, an obvious yet camouflaged 
blend of Catalonia, host country, and dialog. Hence, Catalog ’04. Thanks, Massimo. 
 
Catalog ’04 received 39 submissions. Each was reviewed by at least two peers. Nineteen papers 
were accepted as regular contributions and a further 13 were accepted as poster presentations, 
ten of which will be present at Catalog ’04. The 19 regular contributions and 2-page abstracts 
for the 10 poster presentations appear in these proceedings, along with abstracts for the four 
Catalog ’04 keynote speakers: Robin Cooper (Göteborgs Universitet), Massimo Poesio 
(University of Essex), Alexander Rudnicky (Carnegie Mellon University), and Michael 
Tanenhaus (University of Rochester). We are extremely grateful to the keynote speakers for 
accepting the Catalog ’04 invitation. Overall, thanks to all speakers and poster presenters, 
Catalog ’04 succeeds in providing a good overview of the state of the art in dialog research from 
which we hope new powerful ideas and avenues of research evolve.   
 
Jonathan Ginzburg (King’s College, London) acted as chair of the Program Committee for 
Catalog ’04 and oversaw the processes having to do with calls for papers, paper submission and 
paper reviewing. His role was truly vital through the early stages of the Catalog ’04 
preparations. The Program Comittee included Anton Benz (Syddansk Universitet), Johan Bos 
(University of Edinburgh), Justine Cassell (Northwestern University), Lawrence Cavedon 
(CSLI, Stanford), Robin Cooper (Göteborgs Universitet), Paul Dekker (University of 
Amsterdam), Claire Gardent (CNRS, Loria), Simon Garrod (University of Glasgow), Jonathan 
Ginzburg (King's College, London, Chair), Pat Healey (Queen Mary, University of London), 
Ivana Kruijff-Korbayová (Universität des Saarlandes), Staffan Larsson (Göteborgs Universitet), 
Colin Matheson (University of Edinburgh), David Milward (Linguamatics, Cambridge), 
Massimo Poesio (University of Essex), Hannes Rieser (Universität Bielefeld), and David Traum 
(University of Southern California). Many thanks to all of them for an excellent job. 
 
Putting together an event like Catalog ’04 entails worrying about lots of little details you never 
imagined you would have to worry about some day. Local committee members Stefan Bott, 
Judith Domingo, Laia Mayol, Stella Puig-Waldmüller, and Ana Ruggia have helped out with 
these. Also, Susi Bolós, head secretary of the Department of Translation and Philology, has 
provided a great deal of help in sorting out all kinds of logistic issues. Catalog ’04 has been 
made possible by financial support from the Ministry of Universities of the Catalan Government 
(2004 ARCS1 00056), the Ministry of Education of the Spanish Government, and the 
Department of Translation and Philology and the School of Translation and Interpreting at 
Universitat Pompeu Fabra. 

Enric Vallduví 
 Catalog ´04 Local Committee chair 
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Type theoretic approach to information state update  
in issue based dialogue management 

 
 

Robin Cooper 
Department of Linguistics 

Göteborgs Universitet 
Box 200, S-405 30 Göteborg, Sweden 

cooper@ling.gu.se 
 
For several years the research group at our Dialogue Systems Lab has been involved in the 
development of the information state update approach to the building of dialogue systems and in 
particular Issue based dialogue management developed in Staffan Larsson's PhD thesis and 
based on Jonathan Ginzburg's gameboard approach to dialogue, focussing on the notion of 
questions (or issues) under discussion. 
 
Larsson's computational approach to information state updates involves a large collection of 
update rules which fire when certain conditions in the information state are met in a regime 
determined by a general control algorithm.  An utterance by a dialogue participant will in 
general unleash a whole chain of such updates and part of the power of the approach lies in the 
fact that we can define very general update rules which have small effects on the information 
state and which are not necessarily linked to any particular form of utterance.  It gives us a 
much finer grain on update rules than thinking in terms of single monolithic updates associated 
with speaker utterances. 
 
Larsson's formulation of update rules is based on a Prolog implementation and exploits some 
aspects of Prolog:  logic programming variables, backtracking to deal with non determinism, 
ordering of update actions within an update rule.  In this paper we will show how notions of 
record and record type in type theory can be used to formulate update rules without relying on 
these aspects of Prolog.  This allows us to give an abstract characterisation of update rules 
independent of programming language which points to a general theory of updates as well as the 
possibility of implementation in any programming language. The tools we are using can also be 
used in an account of compositional semantics and this points to the possibility of an integrated 
formal theory of information state update and compositional semantics. 
 
This work is related to other work on computational approaches to information state update by 
Johan Bos on the Dipper system and to type theoretical approaches to semantics and dialogue 
which exploit the notion of context in type theory, e.g. work by Ranta, Ahn et al. and Piwek. 
 

1



Completions and Continuations in Dialogue:

Preliminary Observations

Massimo Poesio, University of Essex, United Kingdom
(Joint work with Hannes Rieser, University of Bielefeld, Germany)

I will report about work in progress on completions and continuations, two
fundamental strategies for agents’ alignment in dialog. (An example of comple-
tion is 1.2 in the following example.)

1.1 Inst So, jetzt nimmst Du
OK, now you take

1.2 Const eine Schraube
a screw

1.2 Inst eine orangene mit einem Schlitz
an orange one, with a slit

I’ll start by reviewing the characteristics of completions and continuations oc-
curring in the Bielefeld Toy Airplane Corpus (Skuplik 1999, Rieser and Skuplik
2000). I’ll then discuss an ‘intentional’ account of how completions and con-
tinuations may be produced, building upon work by Clark (1996), Bratman
(1993), Tuomela (2000), and Grosz and Kraus (1996). In the next part of the
talk, I will propose an analysis of completions and continuations in an inten-
tionally based version of the PTT framework (Poesio and Traum 1997, 1998,
Matheson et al. 2000). Finally, I will consider a non-intentional explanation of
completions, taking up Pickering and Garrod’s suggestions concerning dialogue
description (Pickering and Garrod 2003).
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Real-time studies of comprehension and production in dialogue:  

Insights from eye movements  

Michael K. Tanenhaus and Sarah Brown-Schmidt  
Meliora 420  

Brain and Cognitive Sciences  

University of Rochester  

Rochester, NY 14627-0268, USA  
{mtan,sschmidt}@bcs.rochester.edu  

 
Much of what we know about the cognitive processes by which speakers generate, and listeners 

comprehend, utterances come from on-line studies that measure real-time processing. However, 

the experimental methods used to generate these data are difficult to apply to natural interactive 

dialogue. In recent work, we have been examining the feasibility of using eye movements to 

study task-oriented dialog in variations of referential communication tasks. In this talk, I will 

first outline some reasons for why it is important to pursue such studies, and why monitoring 

eye movements is a promising approach. I will then summarize results from two lines of 

investigation. The first line of work uses a referential communication task that examines how 

referential domains of interlocutors align along task-relevant dimensions, allowing referential 

expressions to be linguistically underspecified and reducing competition from alternative 

potential referents. The second line of work investigates the eye movements of speakers as they 

plan and generate referential expressions in domains where modification might or might not be 

necessary. The timing of looks to potential contrast members predicts whether a referring 

expression will be produced fluently or not, and whether modification will be pre or post-

nominal. Finally, I will briefly discuss “in progress” work that aims to determine if and when 

interlocutors monitor each other’s likely intentions and knowledge when planning and 

interpreting utterances. 
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Contextual Reasoning in Multimodal Dialogue Systems:                  
Two Case Studies 

 
Johan Boye, Mats Wirén and Joakim Gustafson 

Voice Technologies 
TeliaSonera Sweden 

{Johan.Boye|Mats.Wiren|Joakim.Gustafson}@teliasonera.com 

 

 

Abstract 

This paper describes an approach to con-
textual reasoning for interpretation of 
spoken multimodal dialogue. The ap-
proach is based on combining recency-
based search for antecedents with an ob-
ject-oriented domain representation in 
such a way that the search is highly con-
strained by the type information of the 
antecedents. By furthermore representing 
candidate antecedents from the dialogue 
history and visual context in a uniform 
way, a single machinery (based on -
reduction in lambda calculus) can be used 
for resolving many kinds of underspeci-
fied utterances. The approach has been 
implemented in two highly different do-
mains. 

1 Introduction 

This paper describes an approach to contextual 
reasoning and its application to two radically dif-
ferent domains, both of which make use of spo-
ken multimodal dialogue. The first system is 
ADAPT, which allows the user to look for apart-
ments for sale in central Stockholm (Bell et al. 
2001). Apartments are represented in a relational 
database and are displayed as icons on an interac-
tive map. The second system is the NICE fairytale 
game, in which the user collaborates with an 
animated character to solve a problem in an im-
mersive 3D world (Gustafson et al. 2004a). 

Both domains are, each in its own way, suffi-
ciently restricted that no serious problems are 
posed by lexical or structural ambiguity. Like-

wise, the use of quantification is limited and only 
rarely leads to ambiguity problems. In contrast, 
interaction in both domains abound with deictic 
and anaphoric expressions such as pronouns, 
definite descriptions and ellipses. These expres-
sions refer to things in the visual surrounding as 
well as to objects that have been mentioned in the 
previous dialogue. Thus, all utterances have to be 
interpreted by way of reasoning about the objects 
in the combined dialogue and visual context. 

Although naïve reference resolution methods 
— such as preferring the most recent grammati-
cally compatible antecedent — may perform re-
markably well (see Hobbs 1978, Mitkov 1998), 
dialogue applications typically must bring more 
knowledge into play in order to perform well. 
Often some logic-based reasoning using a repre-
sentation of the task and domain is adopted. An 
early example of this is the focus representation 
of Grosz (1977), based on the partitioned seman-
tic networks of Hendrix (1975). Another example 
is the resolution component of the CLE (Alshawi 
1992). However, there is a computational price to 
be paid for the general semantic reasoning-based 
methods. Particularly for limited domains, it 
seems that it would be useful to find a less com-
plex approach. 

The approach described here replaces general-
purpose semantic reasoning with a much more 
restricted type system. By combining this with 
the recency principle — thus looking for the most 
recently referred object of a compatible type — 
we obtain a highly efficient but still accurate 
search strategy. This approach works well in two 
fairly complex domains to be further described 
below. Moreover, by representing candidate an-
tecedents from the dialogue history and visual 
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context in a uniform way, the same machinery  
can be used for resolving many kinds of under-
specified utterances. 

2 Systems and domains 

2.1 The ADAPT system 

The graphical user interface of the apartment da-
tabase system ADAPT is shown in  Figure 1. The 
system features an animated talking agent provid-
ing the user with information about apartments 
currently for sale. The system also displays the 
geographic locations of apartments under discus-
sion as clickable icons with distinct colours on a 
map. Graphical input and the textual result from 
the speech recognizer are jointly interpreted by 
the system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The graphical interface of the ADAPT system. 
 
The following is a typical dialogue fragment with 
the ADAPT system. 
 
A1. User: Are there any two-room apartments on the 

South Side that cost less than 2 million? 
A2. System: Do you have any other requirements? 
A3. User: A balcony would be nice. 
A4. System: [Displays colored icons on the map] 

There are seven such apartments. They are shown 
on the map. 

A5. User: I see… The green apartment… how much 
does it cost? 

A6. System: The green apartment costs 1.5 million. 
A7. User: What about the red one? 
A8. System: The red apartment costs 1.9 million. 
A9. User: Okay… Is there anything cheaper?  

Note that even this short dialogue contains a fair 
variety of anaphora: pronouns, definite descrip-
tions (often using the distinct colours of the dis-
played icons), elliptic questions (utterance A7) 
and elliptic answers to questions (A3). Also, 
graphical pointing actions (of which there are no 
instances in the particular dialogue here) are of-
ten accompanied by deictic noun phrases. 

2.2 The NICE fairy-tale game 

The NICE fairy-tale game system lets the user 
enter into an animated 3D world and communi-
cate with a number of animated characters by 
means of spoken dialogue. So far, the first scene 
of the game has been implemented, featuring a 
single character, called Cloddy Hans (inspired by 
one of the characters of an H C Andersen fairy-
tale).   This first scene takes place in Andersen’s 
authoring laboratory, where the key device is a 
fairytale machine. The machine has a magic qual-
ity, namely, that if one inserts objects into its des-
ignated slots (for “magic things”, “dangerous 
things”, and so on) and pulls a lever, it creates a 
new fairytale in which the objects come to life. 
Since Cloddy Hans would like to create a fairy-
tale of his own, he needs help from the user in 
understanding where to put different things. The 
first scene therefore develops into a collaborative 
“put that there” task, where Cloddy Hans and the 
user have to agree on what to do. Figure 2 shows 
a screen shot from the game. 
 

 

Figure 2. A screen shot from the NICE system. Cloddy 
Hans is standing in front of the fairy-tale machine, 
next to the shelf with objects. 
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The following fragment is from a dialogue 
with an eleven-year old user. 
 
N1. User: I want you to go to the shelf. 
N2. Cloddy Hans: Okay. [Walks over to the shelf.] 

What do you want me to do now? 
N3. User: I want you to pick up the bag. 
N4. Cloddy Hans: Do you want me to pick up the 

money sachet? 
N5. User: Yes, pick up the sachet. [Clicks on the 

money sachet.] 
N6. Cloddy Hans: [Picks up the sachet.] That went 

well! 
N7. User: Then I want you to go to the slots. 
N8. Cloddy Hans: Okay. [Walks over to the ma-

chine.] 
N9. User: Now I want you to put the money sachet in 

the farthest slot.  
 

Both systems allow users to refer to objects 
graphically by a mouse-compatible device. How-
ever, while users of ADAPT can scroll the map as 
they please, users of the NICE system cannot ma-
nipulate the camera at will. Rather, the camera 
follows Cloddy Hans as he moves around, and 
hence situations will arise where graphical refer-
ence is not possible. 

2.3 Corpora 

The ADAPT corpus is based on one Wizard-of-Oz 
collection with 16 subjects (Bell et al 2001), and 
one independent data collection with 24 subjects 
using the fully functional system (Edlund and 
Nordstrand 2002). The user tasks were to find an 
apartment obeying certain constraints (in the 
former case) and to find ones that the subject 
might want to live in (in the latter case). 

The current NICE corpus is based on a semi-
automated Wizard-of-Oz collection with 10 chil-
dren aged 11–15 (Gustafson et al. 2004). The 
subjects were informed about the scenario de-
scribed in the previous section and were in-
structed to collaborate with Cloddy Hans to put 
some (unspecified) things into the machine. (We 
have not yet collected any data using the existing, 
fully functional system corresponding to this sce-
nario.) 

All corpora examples in this paper have been 
translated from Swedish to English by the au-
thors. 

3 Referential phenomena 

3.1 Knowledge sources 

One way of studying referring expressions for the 
purpose of developing focus management and 
reference resolution is to look at what knowledge 
sources are needed to interpret them. 

Perhaps the most obvious knowledge source in 
a graphics-based multimodal system is the visual 
context. Two examples of this are utterances A5 
(” the green apartment” ) and N9 (” the slot furthest 
away” ) in the dialogue fragments in Section 2. 
As can be seen, definite descriptions include both 
visually salient properties and (in NICE) the rela-
tive position of 3D objects. Descriptions of the 
latter often include complex ordinal and direc-
tional expressions, like “ the third tube from the 
left”  or “ the hole which is second from the right” . 
(Whereas currently each object in the shelf is 
unique, the four slots in the machine have to be 
distinguished by means of some other property.) 

Another obvious knowledge source is the pre-
ceding dialogue, for example, utterance A9 
(” anything cheaper” ).  Here the user expresses a 
desire which refers to the price of a previous 
apartment (presumably the green one). 

Sometimes a record of past events is also 
needed to resolve a reference, as shown by the 
following example from the NICE corpus: 
 
N10. User: Where we put the magic wand…  there 

you can put it. 
 
Here the clause ” Where we put the magic wand”  
is referring to a slot of the fairytale machine via 
its relation to a previous action. 

Finally, a model of the domain is needed, as 
shown in the following example: 
 
N11. User: I want you to take the hammer. 
N12. Cloddy Hans: Okay. [Takes the hammer.] 
N13. User: Then I want you to go to the machine…  

And put it in the first tube. 
 

Here, it is obvious that “ it”  in utterance N13 
corresponds to the hammer because of the way 
the particular objects and actions are related in 
this domain. However, a naive recency-based 
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model without this information would rather as-
sociate ” it”  with the machine.1 

Summing up, all of the above knowledge 
sources frequently come into play in ADAPT  and 

NICE, with the exception of past events that are 
only rarely used.  

3.2 Referential usage 

A problem which is complementary to the one 
above is how referential expressions are con-
structed depending on which knowledge source is 
involved. In particular, how do people refer to 
objects that are present in the visual display but 
that have not yet been referred to in the dialogue? 
Also, to what extent are objects outside of the 
current visual display referred to? This is impor-
tant for the purpose of determining how the cur-
rent focus should be updated with respect to 
objects from the visual environment. 

As for the first question, people frequently use 
definite descriptions to refer to visually displayed 
objects right from the first turn of the dialogues, 
without the objects ever having been mentioned. 
Both in ADAPT and NICE, there is a variety of 
characteristic properties that can be combined to 
describe objects —  for example, in ADAPT the 
colour of the icon, the number of rooms and the 
street of the apartment, etc. 

Pronouns are sometimes used without previous 
mentioning of the referred object in the dialogue, 
but then only in combination with a graphical 
pointing action: 
 
N14. User: Go to the shelf. 

[Cloddy Hans confirms and walks up to the 
shelf.] 

N15. User: [Graphical pointing at diamond.] Take it. 
 
As for objects outside of the visual display (the 

second question above), and looking first at 
ADAPT, it is clear that the set of apartment icons 
provides an extremely strong cue for the mutu-
ally grounded context: Although users frequently 
change their desired apartment constraints back 
and forth as they explore the search space, there 
is no instance of a user going back and referring 
verbally to a particular apartment that is no 
longer displayed on the map. Thus, in our data 

                                                           
1 In Swedish, “ hammer”  and “ machine”  have identical gen-
der, and hence the pronoun agrees grammatically with both 
of them. 

the objects under discussion are always those that 
are shown on the map. Similarly, there are no 
references to previous events (“ Go back to the 
area where we were previously” ). 

In NICE, the situation is different because of 
the moving camera and the fact that the set of 
objects remains constant except when something 
is put into the machine. Here, users do refer to 
things currently outside of the visual display, like 
the fairytale machine and the shelf. Even objects 
that are no longer physically present in the scene 
may be referred to, as in utterance N10 above. 

4 Contextual interpretation 

4.1 The problem 

The problem of contextual interpretation can be 
divided into three subproblems. First, expressions 
that refer to the context must be recognized in the 
input. For spoken input, this is not trivial, since 
state-of-the-art speech recognizers often fail in 
recognizing short (function) words, such as pro-
nouns. Secondly, there is the issue of finding the 
set of candidate objects on which the interpreta-
tion of the input can be based —  that is, comput-
ing the right context in which to interpret the 
utterance. We call this focus management. 
Thirdly, there is the issue of combining the con-
textual information with the information con-
veyed in the utterance to produce the final 
interpretation. It is well-known that the two last 
steps can be arbitrarily difficult (see e.g. Hobbs 
1978). 

As for the first subproblem, we have shown in 
a previous paper how spoken input exhibiting a 
large amount of anaphoric and deictic expres-
sions can be efficiently parsed in a limited do-
main (Boye and Wirén 2003a). As for the third 
subproblem, our semantic representation is de-
signed so as to let all contextual interpretation be 
realized by a uniform process of -reduction in 
lambda calculus. This representation is described 
in detail in Section 5. The rest of this section 
deals mainly with the second subproblem: how to 
determine the set of objects that, at each moment, 
constitute the possible targets for interpretation of 
referring expressions. We call such objects sali-
ent objects. 
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4.2 Apartment domain 

To begin with, the ADAPT system must distin-
guish internally between intensional and exten-
sional objects. Whenever the user starts over by 
giving new constraints (as in utterance A1), a 
new intensional object is created. This object is 
considered to be salient until a set of concrete 
apartments is presented to the user (as in utter-
ance A4). These apartments are represented in-
ternally as extensional objects and are considered 
salient as long as their icons are displayed on the 
map (i.e. until the user has asked for a new set of 
apartments). Then a new intensional object is 
created, and the whole cycle is repeated. In gen-
eral, this kind of distinction must be made by any 
system in which the dialogue begins by specify-
ing an “ ideal”  object before matching it with real 
ones. 

As for displayed objects and their relation to 
the current context, it turns out that the basic 
mechanism for updating the set of salient object 
can be made very simple: As discussed in Sec-
tion 3.2, the set of displayed apartment icons 
provides both necessary and sufficient informa-
tion to determine the set of salient apartments. 
This approach is the same as the one taken in 
Cheyer and Julia (1995). 

To handle implicitly focused items, objects of 
the domain are represented by means of a type 
hierarchy, motivated by the characteristics of the 
domain (this is further described in Section 5). 
This allows us to handle utterances like A12 be-
low: 
 
A10. User: How many rooms does the green apart-

ment have? 
A11. System: Three rooms. 
A12. User: What is the monthly fee? 
 
Here, “ monthly fee”  will be associated with an 
attribute of the relevant apartment object. 

In many cases, referential expressions in the 
ADAPT domain turn out to be unambiguous (as in 
utterances A5 and A7 in Section 2.1). In those 
cases which remain ambiguous, a straightforward 
recency principle works in the vast majority of 
cases (that is, preferring type-compatible antece-
dents that appear at shorter linear distance back-
wards in the dialogue). 

In some easily distinguishable special cases, 
other rules apply. An example of this is utterance 

A9, where the desired price should be less than 
all the previously discussed prices of the apart-
ments in focus. 

4.3 Fairy-tale game domain 

Looking at the introductory fairy-tale scenario 
described in Section 2.2, our data so far indicate 
that it is sufficiently restricted to be amenable to 
the same basic methods as those used in ADAPT. 
First, the set of objects that can be referred to is 
limited and can be kept constant from the point 
of view of the visual context in which the user’s 
utterance is to be understood. (Although objects 
disappear from the physical environment when 
they are put into the machine, they may still be 
referred to as exemplified by N10 above.) Sec-
ondly, the limited amount of moving of the cam-
era also does not require any corresponding 
shifting of the visual context, as discussed in Sec-
tion 2.2.  

For these reasons (and in contrast to ADAPT), 
we do not make use of any mechanism for updat-
ing the visual context, but rather keep all objects 
from the scene constantly in the current context.2 
This includes the objects initially situated in the 
shelf, the shelf itself, the fairy-tale machine as 
well as relevant parts and properties of these, like 
the slots of the machine and the symbolic label-
lings of each slot.  

Clearly, however, this simple strategy will not 
be tenable in the succeeding scenes of the game 
(currently under implementation). Here, the 
changing scenes will require updating of the vis-
ual context as the user freely moves about in the 
large 3D world. We will return to this scenario in 
a later paper. 

5 Representation and implementation 

As mentioned above, objects in both the ADAPT 

and NICE domains are represented by means of a 
type hierarchy in a standard object-oriented fash-
ion, much the same way one would represent the 
domain in the Java™ programming language.  

                                                           
2 This seems to be the approach taken also by Lemon et al 
(2001), whose system does not use an explicit internal repre-
sentation of the visual context.  

8



Specifically, this means: 

• Every object belongs to exactly one type. 
• A type may be a direct subtype of exactly 

one type. 
• An object may have any number of at-

tributes, whose values are objects of the 
appropriate types.3 

 
For instance, in the fairy-tale system, objects 

that can be moved about belong to the type thing. 
Things have an attribute position whose values 
should belong to the type location. So, supposing 
that hammer and axe are things, and onShelf is a 
location, the fact that the hammer is lying on the 
shelf is representable, whereas the fact that the 
hammer is lying on the axe is not (since the equa-
tion hammer.position =  onShelf obeys the type con-
straints whereas hammer.position=axe does not).  

A slot (in the fairy-tale machine) is a special 
kind of location; hence the type slot is a subtype 
of location. This means that hammer.position can be 
given values also of type slot. 

This object-oriented approach to coding the 
domain extends also to actions, events, dialogue 
acts, and so on. For instance, the action of pick-
ing up something is represented by an object of 
type pickUp having two attributes; agent of type 
(fairy-tale) character, and patient of type thing.  

5.1 Representation of user utterances 

During execution, user utterances are translated 
by a parser into typed combinators4 over the do-
main model (see further Boye and Wirén 2003a, 
2003b). In the NICE system, utterances are trans-
lated into expressions of type dialogue_act (re-
quest, ask, tell, and so on). As an example, 
utterance N3 would be translated into 
 

request(user, cloddy, pickUp(cloddy, bag)) 
 
whereas the utterance “ Pick it up”  would be 
translated into  

                                                           
3 This representation scheme is thus significantly less ex-
pressive than e.g. the partitioned semantic networks by 
Hendrix (1975) (used by Grosz, 1977) , which are equiva-
lent to first-order logic. 
4 A combinator is a lambda-expression without free vari-
ables (see e.g. Hindley and Seldin 1986). For an approach to 
natural language semantics based on combinators, see Ja-
cobson (1999). 

 
λxthing.request(user, cloddy, pickUp(cloddy, x)) 

 
Here, superscripts indicate the types of variables. 
Thus, the expression above denotes a function 
taking a thing as the argument, returning the fully 
instantiated request as the result. Here the domain 
model is used to infer that the missing informa-
tion (the object x being picked up) is of type 
thing.  

Resolution of the reference “ it”  now corre-
sponds to applying5 the function above to an ex-
pression of the appropriate type, e.g. 
 
(λxthing.request(user, cloddy, pickUp(cloddy, x)) bag)→ 
request(user, cloddy, pickUp(cloddy, bag)) 
 
Thus, the type constraints in the domain model 
help ruling out undesired interpretations of refer-
ences in user utterances.  

The ADAPT apartment system seeks to translate 
all user utterances into the form ?xt(P), which can 
be paraphrased as “ Give me x of type t such that 
P is true” . Again, lambda abstractions are used to 
represent missing information. For instance, ut-
terance A5 would be: 
 
λxapartment ?pmoney (x.price =  p & x.color =  green) 

 
Supposing that apt1 denotes the apartment the 

user is referring to in utterance 5, then contextual 
interpretation of this utterance amounts to apply-
ing the functional expression to apt1: 
 
(λxapartment ?pmoney (x.price =  p & x.color =  green)  

apt1)  → 
?pmoney (apt1.price =  p & apt1.color =  green) 

 
The resulting expression is paraphrased ``Give 

me the price of apt1'', and can be translated 
straightforwardly into a database search com-
mand. 

One of the nice features of this representation 
scheme is that various kinds of anaphora and el-
lipses can be handled the same way. For exam-
ple, in utterance A7 it is evident that the user 
wants to know something about the red apart-
ment, but it is not clear (before consulting the 
context) exactly what he wants to know. Such 

                                                           
5 Application of the lambda expression f to the argument a, 
so-called β-reduction,  is denoted (f a). Another commonly 
used notation is f@a. 
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elliptic utterances are represented using higher-
order lambda expressions: 
 
λxapartment  λf apartment→dialogue_act (f x[x.color= red]) 

 
Here, x[x.color= red]  is a constrained variable, 

i.e. x can only take values such that x.color= red is 
true. In this case, contextual interpretation 
amounts to first applying the above expression to 
the appropriate apartment (whose icon should be 
red), and then applying the resulting expression 
to a function f, expressing what to do with the red 
apartment. Supposing apt2 denotes the red 
apartment the user is referring to, then first 
applying the above expression to apt2 yields: 
 

λf apartment→dialogue_act (f apt2) 
 

We will discuss how to find functional antece-
dents in section 5.2; for now we will just stipulate 
that the correct antecedent is 
 

λyapartment ?pmoney (y.price =  p) 
since 

 
(λf apartment→dialogue_act (f apt2)   

λyapartment ?pmoney (y.price =  p))  → 
 
(λyapartment ?pmoney (y.price =  p))  apt2)  → 
 
?pmoney (apt2.price =  p) 
 
i.e. “ How much does apt2 cost?” . 

5.2 Focus management 

To keep track of which objects are potential tar-
gets for reference resolution, the ADAPT and NICE 
systems use several internal data structures.  

The visual context history is a recency-ordered 
list of sets of objects, each set corresponding to a 
visual context. In ADAPT, each set consists of 
apartments whose icons are shown simultane-
ously on the map. Each time some icons are 
added or removed, a new visual context is cre-
ated and added to the history. The visual context 
is used for resolving definite NPs like “ the green 
apartment” , and metonymies like “ King’s street” . 

As previously mentioned, the visual context is 
kept constant in the first scene of the fairy-tale 
system.  

The dialogue history  is a recency-ordered list 
of typed combinators, each combinator represent-
ing a (resolved) user utterance or a system utter-
ance. The dialogue history is mostly used to 
resolve pronouns and ellipses, by searching back-
wards in the list for a (sub-)expression of 
compatible type. For instance, consider utterance 
N13, which is represented as two dialogue acts: 
 
request(user, cloddy, goTo(cloddy, atMachine)) 
 
λxthing .request(user, cloddy,  

              putDown(cloddy,x,magicSlot)) 
 
In order to find an argument of type thing, we 
have to go back to the representation of N11: 

 
request(user, cloddy, pickUp(cloddy, hammer)) 
 
Here, the expression hammer is of type thing, and 
is indeed the expression needed to correctly re-
solve the reference in N13. Thus, the typing of 
expressions prevents unwanted resolutions (like 
resolving “ it”  by “ the machine”  in N13). 

Resolution of certain kinds of ellipses involves 
finding a function of the appropriate type. To 
resolve utterance A7 (as discussed in section 5.1) 
the system must find a function of type apart-
ment→dialogue_act. This is computed by a tech-
nique reminiscent of Dalrymple et al (1991). First 
abstraction (reverse functional application) from 
the resolved representation of the preceding user 
utterance A5 gives us6: 
 
?pmoney (apt1.price =  p & apt1.color =  green) →−1 

 
(λyapartment ?pmoney (y.price =  p & apt1.color =  
green)  apt1) 
 
By removing the redundant constraint apt1.color =  
green, we can extract the combinator needed to 
resolve A7, namely 

 
λyapartment ?pmoney (y.price =  p) 

 

                                                           
6 In this particular case, there are several possible abstrac-
tions; any one or both occurrences of apt1 can be replaced 
by the variable y. The particular abstraction shown here is 
preferred by the system, since it does not create a constraint 
y.color =  green. Such a constraint would be inconsistent 
with the representation of utterance A7; “ What about the red 
one?” . 
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Finally, an event history will be added to the 
NICE system to be able to resolve references like 
the one in utterance N10. 

6 Discussion 

This paper describes an approach to contextual 
reasoning for the interpretation of spoken multi-
modal dialogue which refrains from general-
purpose reasoning and instead uses a much more 
restricted type system. By combining type infor-
mation with a recency principle, we obtain a 
search strategy which is both highly efficient and 
accurate. By driving interpretation with respect to 
both the dialogue history and visual context by a 
process of -reduction, we obtain a single, uni-
form machinery for contextual interpretation 
which is applicable to the resolution of many 
kinds of underspecified utterances, such as deic-
tical expressions, anaphora and ellipses. Put dif-
ferently, the search strategy amounts to finding 
correct arguments for the typed combinators rep-
resenting user utterances. 

Current work is mainly directed towards ex-
tending the NICE system to include the subse-
quent scenario taking place in the virtual fairy-
tale world. To this end, the approach described 
here will have to be generalized. In particular, the 
visual context will require frequent updating as 
the user freely moves around in the large 3D 
world instead of being confined to a single room. 
There might also be a need for keeping track of 
the visual context at the time of previous utter-
ances in order to correctly determine antecedents. 
We expect to report more on these aspects as part 
of future work. 
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Abstract

Information enrichment is a process
whereby explicitly realised informa-
tion elements in a dialogue message
make use of other information elements
that are accessible through the context.
I introduce information enriched con-
stituents using four information struc-
ture primitives: ground, focus, promi-
nent element, and non-prominent mate-
rial. Five Optimality Theoretic (OT)
constraints are then formulated for the
generation of information enriched con-
stituents in a dialogue system, and I
show how dynamic constraint reranking
is needed in a dialogue system. The use-
fulness of bidirectionality is also shown,
and I end with a discussion of computa-
tional considerations.

1 Introduction

Information enrichment is the exploration of how
some information elements in a dialogue message
are explicitly realised as part of an utterance, and
how others, the enriching elements, are accessible
through the context.

Optimality Theory (OT), (Prince and Smolen-
sky, 1993), has in recent years been applied to se-
mantics and pragmatics, (e.g., (Hendriks and de
Hoop, 2001; Buchwald et al., 2002; Zeevat, 2001;
Beaver, 2004)). Below, OT is explored for in-
formation enrichment, and addresses the question:

what light can OT shed on the generation of in-
formation enriched constituents in a dialogue sys-
tem? The investigation leads to dynamic rerank-
ings of a fixed set of constraints.

The paper focuses on the question of which in-
formation elements are to be realised and which
ones not. The final realisation of an information
enriched constituent includes considering mor-
phosyntactic constraints, for instance, but these
are not part of present considerations.

The following section elucidates the concept of
information enrichment with the help of informa-
tion structure. Section 3 presents the constraints,
and section 4 the constraint rankings. 5 discusses
the determination of which ranking to use, and 6
bidirectionality in the context of information en-
richment. Finally, section 7 considers computa-
tional issues.

2 Information Structure and
Information Enrichment

In what follows, utterances will be seen as con-
necting to the context along two dimensions. The
first is illustrated by

���
in the context of � in

(1). ‘Jones’ is the informative part that is meant to
update the current information state, whereas ‘my
last name is’ is an anchor to what has already been
established in the dialogue. I will call the former
focus (F) and the latter ground (GR), following,
e.g.,Vallduvı́ (1992) and Ginzburg (1999).

(1) A: ok and what’s your last name?1

1 � and � are taken from the Amex Travel Agent Data,
http://www.ai.sri.com/%7Ecommunic/amex/amex.html. ���
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B: ah Jones

B
�
: my last name is Jones

The other dimension along which utterances
connect to the context is illustrated by example
(2).2 Simplifying somewhat by leaving ‘about’
out of the discussion, in ��� � � the ground is some-
thing like ‘I am ... from the left-hand-side of
the page just now’, and the focus ‘two inches’.
The element ‘two’ in the focus is an alternative –
in roughly the sense of alternative-evoking focus
in (Rooth, 1996) – to ‘four’ in ��� , and will here
be called a prominent element (P). Hence, promi-
nence is here a semantic notion, used to mark con-
strastive or otherwise important material within
the focus. The element ‘inches’ in ��� � � is non-
prominent material (NON-P) within the focus.

For accounts that use the term focus in a way re-
minding of prominent element as introduced here,
see (Pulman, 1997; Steedman, 2000).

Having introduced the relevant information el-
ements, I define an information enriched con-
stituent, or utterance, as one whose content in a
shared context, the contextual content, is the result
of embedding its compositional content in a larger
semantic structure. For the purposes of the current
study, the compositional content of an information
enriched constituent consists of a single focus, or a
single prominent element, or a prominent element
together with ground, with the other information
elements being supplied by the context. A non-
information enriched constituent consists of a full
ground and focus.

Examples of information enriched constituents
in (1) and (2) – again ignoring ‘about’ – are

�

(a focus), ��� (a focus), ��� (a focus consisting
of a prominent element and some non-prominent
material), ��� (a prominent element), and ��� � (a
focus consisting of a prominent element and non-
prominent material).

The information enrichment approach covers
partly the same dialogue phenomena as do ap-
proaches to what is variously called ellipsis, frag-

is a constructed utterance. ‘Jones’ in utterance � has been
substituted for the anonymised name ‘C’ in the Amex tran-
scipt to make the example more readable here.

2 �	� - 
�� are from the HCRC Map Task corpus,
http://www.hcrc.ed.ac.uk/dialogue/maptask.html. 
�� � and

�� � � are constructed utterances.

ments, non-sententials, etc. (e.g, (Ginzburg, 1999;
Schlangen, 2003)).

3 The constraints

Various considerations govern the amount of in-
formation – in terms of which information ele-
ments – a given utterance is to contain. In an OT
setting, some of these considerations are encoded
as constraints, and some of them in the ranking
of these constraints. For the information elements
introduced above and concerning information en-
richment, five constraints are involved (not given
in rank order):

FOCUS: Generate focus
*NON-PROM: Avoid non-prominent material
GROUND: Generate ground
*GROUND: Avoid ground material
PROM ELEM: Produce the prominent element

GROUND is a faithfulness constraint conveying
that what is part of the input should also be part
of the output. The mirror constraint *GROUND is
instead a markedness constraint prescribing econ-
omy and simplicity.3

All five constraints reflect that the optimisation
of utterances in terms of their desired degree of
reliance on information enrichment, is a matter
of balancing between markedness and faithfulness
constraints, between dialogue economy and ex-
plicitness. The approach to discourse anaphora by
Buchwald et al. (2002) involves similar consider-
ations for noun phrases and the salience of refer-
ents.

4 Dynamic reranking of constraints

The generation component of a dialogue system
can take a number of issues into account for deter-
mining the level of reliance on information enrich-
ment in an utterance to be generated:4


 High speech recognition scores, rely on informa-
tion enrichment; low speech recognition scores,
rely less on information enrichment, or not at all

3Note that both of these constraints are needed – neither
is sufficient on its own for all the rankings.

4The first three issues are also considered by Jokinen and
Wilcock (2001) for NLG, but not in terms of OT.
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(2) G1: Where are you in relation to the top of the page just now?

F1: Uh, about four inches.

G2: Four inches?

F2: Yeah.

G3: Where are you from the left-hand side?

F3: About two.

F3
�
: (About) two inches.

F3
� �
: I am (about) two inches from the left-hand side of the page just now.


 Polite/formal system, rely less on information
enrichment; informal system, rely more on infor-
mation enrichment

 Beginning of the dialogue, rely less on informa-
tion enrichment; rest of the dialogue, rely more on
information enrichment

 Naive users (or a system that is used seldom by
the same person), rely less on information enrich-
ment; expert users (or a system that is used often
by the same person), rely more on information en-
richment

 Adapt to the user’s level of reliance on informa-
tion enrichment, making the system appear more
co-operative (cf. (Garrod, 1999))

Any one of these factors affects the ranking of the
constraints introduced above, and their values will
give rise to different rankings. For instance, a di-
alogue system that is designed to be very formal
and correct, will make use of a constraint ranking
where information enrichment is rare among the
optimal candidates throughout the dialogue. The
opposite is true for a more informal system.

What’s more, a dialogue system can be de-
signed to rerank the constraints depending on con-
ditions that change during the dialogue. For ex-
ample, a system making use of recognition scores,
will use one type of ranking if the score was high,
and will need to rerank the constraints if the score
was lower. Another example is the reranking of
constraints to give an optimal candidate that relies
on information enrichment to the same extent that
a preceding user utterance does. In human-human
dialogue the latter can be seen in the frequent oc-
currence of information enriched question-answer
pairs (see, e.g., ����� ��� in (2)).

Concretely, in a dialogue like (2) above, the

question is whether to generate ��� , ��� � , or ��� � � ,
and how to rank the constraints to give precisely
the desired optimal candidate.

I will now go through the different rankings that
can be selected dynamically. First, a note on in-
put and candidates. Input is here the contextual
content of an utterance to be generated, where
the content is marked up for information struc-
ture. For the tableaux below, a contextual content
with all of ground, focus, prominent element and
non-prominent material is used. For explanatory
purposes, a prominent element may correspond to
‘two’, a focus (prominent element together with
non-prominent material) to ‘two inches’, a ground
to ‘the distance is’, and a ground-focus to ‘The dis-
tance is two inches’, all in the context of, say, the
question ‘What is the distance?’.

The candidates created from the input are the
‘power set’ of the information elements in the con-
textual content, with the reservation that the mark
up is hierarchical (see the figure in example (3)
below): the presence of a prominent element and
non-prominent material implies the presence of a
(full) focus. In the tables below this is indicated
using the notation ‘P � NON-P/F’.

(3)

GR F

P NON-P

As is usual, a dotted line between two con-
straints indicates that the ranking of these two con-
straints in relation to each other is unknown, that
is, the outcome is independent of the order of these
two particular constraints in relation to each other.
In addition, I will use a double line to indicate
indeterminacy between several constraints, in the
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sense that it demarcates partial rankings.
Note that my use of partial rankings is not

to be confused with the partial orderings of
Anttila (1997). He uses partial rankings between
constraints to explain examples of variation in
Finnish morphology; different total orders (dif-
ferent tableaux) created from the partial one (the
grammar) give different winners. In my approach,
constraints are partially ordered because there is
no conflict between them; the various total rank-
ings that can be created from the partial ranking
all give the same winner.5

4.1 Maximal reliance on information
enrichment

Maximal reliance on information enrichment is
the generation of just the prominent element when
such can be determined. It involves the following
partial rankings: *NON-PR, PROM ELEM

���
FO-

CUS, and *GROUND
���

GROUND. The tableau is
given in figure 1.

In this tableau, the left-most column lists all
the output candidates, as described above. The
ranking between PROM ELEM and *NON-PR is not
known (or, equivalently, their ranking in relation
to each other does not affect the outcome), as in-
dicated by the dotted line, but both of them are
ranked higher than FOCUS. *GROUND is ranked
higher than GROUND, but the ranking of these two
constraints in relation to the other three does not
change the result, which is the meaning of the dou-
ble line.

Each star indicates a violation of a constraint
by a candidate, and the optimal candidate is deter-
mined in the usual way, which can be described as:
the optimal candidate is the one with the fewest vi-
olations of the highest constraint on which the two
candidates differ.

Thus, in figure 1, P (‘Two’) is the optimal candi-
date. Informally, and intuitively, what this tableau
says, is that for maximal reliance on information
enrichment, avoiding ground is more important
than producing ground, and producing the promi-
nent element and avoiding non-prominent material

5The assumption in OT is that theoretically there is a com-
plete ranking. My partial rankings are then to be interpreted
as that given the current constraints there is no way of finding
this ranking.

are both more important than producing a full fo-
cus.

4.2 Minimal reliance on information
enrichment

Minimal reliance on information enrichment
means producing a full ground-focus utterance.
The partial rankings are FOCUS

��� *NON-PR,
and GROUND

��� *GROUND, and the tableau is
given in figure 2. The optimal candidate is GR
P � NON-P/F (‘The distance is two inches’).

4.3 Intermediate reliance on information
enrichment

Intermediate reliance on information enrichment
occurs in two cases. In one case, the optimal can-
didate is P � NON-P/F (‘Two inches’), and the par-
tial rankings involved are FOCUS

��� *NON-PR,
and *GROUND

���
GROUND. This is depicted in

figure 3.
In the other case, figure 4, the partial rank-

ings are *NON-PR
���

FOCUS, and GROUND
���

*GROUND, to make GR P (‘The distance is two’)
the optimal candidate. For this second case, the
presence of PROM ELEM is required to separate
GR P from the candidate involving just GR, and
it can be ranked anywhere among the constraints.6

4.4 Focus-ground and all-focus utterances

The discussion and tableaux above assumed an ut-
terance whose contextual content could be parti-
tioned for all of ground, focus, prominent element,
and non-prominent material. Now, many utter-
ances have a contextual content consisting of only
a focus and a ground, or just a focus. These can
also be handled by the rankings and constraints
given so far.

For focus-ground contents, there will be four
candidates: GR F, GR, F, and

�
. The constraints

that play a role in determining the optimal can-
didate are FOCUS, GROUND, and *GROUND, the
other two (PROM ELEM and *NON-PR) being vio-
lated or vacuously satisfied by all candidates.

6The effect of PROM ELEM in the rankings for maximal
and intermediate reliance on information enrichment is to en-
sure that the null candidate, the empty utterance, does not
end up as the optimal candidate. The same effect could be
achieved, in perhaps a more transparent way, through a con-
straint stating that a candidate should have semantic content.
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PR. ELEM : *NON-PR FOCUS *GROUND GROUND

a. GR P � NON-P/F : * *
b. GR P : * *
c. GR NON-P * : * * *
d. GR * : * *
e. P � NON-P/F : * *

� f. P : * *
g. NON-P * : * * *
h.
�

* : * *

Figure 1: Tableau for maximal reliance on information enrichment

PR. ELEM FOCUS *NON-PR GROUND *GROUND
� a. GR P � NON-P/F * *

b. GR P * *
c. GR NON-P * * * *
d. GR * * *
e. P � NON-P/F * *
f. P * *
g. NON-P * * * *
h.
�

* * *

Figure 2: Tableau for minimal reliance on information enrichment

PR. ELEM FOCUS *NON-PR *GROUND GROUND

a. GR P � NON-P/F * *
b. GR P * *
c. GR NON-P * * * *
d. GR * * *

� e. P � NON-P/F * *
f. P * *
g. NON-P * * * *
h.
�

* * *

Figure 3: Tableau for intermediate reliance on information enrichment (focus)

PR. ELEM *NON-PR FOCUS GROUND *GROUND

a. GR P � NON-P/F * *
� b. GR P * *

c. GR NON-P * * * *
d. GR * * *
e. P � NON-P/F * *
f. P * *
g. NON-P * * * *
h.
�

* * *

Figure 4: Tableau for intermediate reliance on information enrichment (prom. element and ground)
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For all-focus contents there are two candidates,
F and

�
, and one constraint, FOCUS, will deter-

mine the winner.

5 Determining which ranking to use

Just how is one to determine which ranking is to
be used by a particular system or for a given ut-
terance in some context? It is important to note
that this will be something outside of the rank-
ing. As with the design of any dialogue system,
the solution lies in the answers to questions asked
about various features of a dialogue system; when,
where, and how is the system to be used, who is
going to use it, what kind of system behaviour is
desired, etc.

For information enrichment, as for many other
aspects of dialogue system development, one
needs studies of human-human dialogue, or exper-
imental setups such as Wizard-of-Oz, or evalua-
tions involving real users.

Looking in more detail at the factors identified
at the beginning of section 4, for speech recogni-
tion scores, various levels need to be tried when
the system is being developed, and possibly also
during evaluation with real users.

Regarding the choice between a polite/formal
system and an informal one, questions such as
the following may need to be answered: What is
best suited to the system? What do users think?
Maybe what is needed is a system that comes with
a choice regarding degree of formality?

When it comes to the distinction between the
beginning and the rest of a dialogue, it needs to be
determined, as for all factors, whether it is a useful
distinction in the system, and a measure is needed
for what counts as the beginning of a dialogue.

For distinguishing between naive and expert
users, some form of user modelling is needed.

An example of a system used often by the same
user may be a personalised system in the home
used several times daily, and one used seldom a
flight information system utilised by a number of
different people and less frequently by each one.
Determining which category the dialogue system
belongs to, also determines information enriched
behaviour.

Finally, adaptation to the user’s level of re-
liance on information enrichment can be deter-

mined from linguistic studies and experiments,
and through system evaluation.

All of these factors will interact with the various
rankings in different ways. For instance, a situa-
tion involving intermediate level of reliance on in-
formation enrichment, say the production of a full
focus although a prominent element has been de-
termined, can be a high recognition score in con-
junction with a system that is not completely in-
formal.

6 Interference and bidirectionality

When producing utterances that rely on informa-
tion enrichment, speakers need to take into ac-
count hearers’ ability to construct an appropriate
embedding structure, hence an appropriate con-
textual content, given a compositional content and
the context. This becomes evident in examples
like (4). Suppose that Edith’s extension number
is 1439, and this is what

�
is going to tell � . To

what extent can
�

, in
���

, rely on information en-
richment (assuming

�
wants to exploit informa-

tion enrichment maximally)?

(4) A1: What is your extension number?

B1: One eight three nine

A2: And what is Edith’s extension
number?

The contextual content of
���

����� ����� �
	 ��
���
�������� can be paraphrased as: ‘Edith’s exten-
sion number is � ’ as the ground, ‘1 � 39’ the non-
prominent part of the focus, and ‘4’ the promi-
nent element. Now, although it is possible for
the speaker to utter only ‘Four’, that is, just the
prominent element, this gives the hearer no chance
of unambiguously recovering the contextual con-
tent. This is an example of what I call interfer-
ence. The term is borrowed from Givón (1983),
and adapted to information enrichment it involves
the presence of semantically compatible contex-
tual material that can give rise to ambiguity.

The solution to interference that can be con-
structed within OT is one that lends itself naturally
to a dialogue context: bidirectionality (e.g., (Blut-
ner, 2000; Jäger, 2002; Buchwald et al., 2002)).
Blutner and Jäger formalise two communicative
principles, one minimising hearer effort, and the
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other minimising speaker effort, and show the in-
teraction of these principles using bidirectionality.

These two principles are clearly in play in di-
alogue involving information enrichment. For
example (4) above, the optimisation of the
(speaker’s) output needs to be followed by an op-
timisation of the (hearer’s) interpretation. That is,
given the input form 4, what is its optimal inter-
pretation in the given context? Clearly, no such in-
terpretation can be found. The optimal candidate
using bidirectionality will instead be one that in-
cludes the full number, 1439. That is, in the given
context, the maximal reliance on information en-
richment is not using a prominent element, but a
full focus.7

I omit full details here, but the analysis involved
will need to create all the candidate interpretations
for the input 4. Next, these candidates are eval-
uated with regard to the constraints, and candi-
dates involving 4839, 1439, 1849, and 1834 will
be equally optimal – there is no constraint separat-
ing them.8

Once this has been determined, the system
needs to ‘back off’ to a lesser degree of reliance
on information enrichment. If this is intermediate
reliance using a full focus – ‘One four three nine’
– candidate contents will be created for this. The
winner from the interpretation perspective will be
1439 as a focus relying on information enrichment
for its ground.

In comparison to (Blutner, 2000), my approach
needs to handle the existence of several different
tableaux, for instance through the ‘backing off’ to
a lesser degree of reliance on information enrich-
ment as just described. An alternative is to do bidi-
rectional optimisation for all the tableaux, which
gives that both ‘One four three nine’ and ‘Edith’s
extension number is one four three nine’ give op-
timal candidates. Then, other factors are used to
determine which of these two candidates is to be
selected.

7An alternative is possibly using the prominent element
together with only part of the non-prominent material, as in
the utterance ‘One FOUR’, where capitals indicate nuclear
stress.

8These candidates are based on the assumption that in this
particular context, an extension number always consists of
four digits. Without this piece of information, the number of
candidates will of course be even larger.

Note that the step optimising interpretation in-
volves the utterance’s being marked up for infor-
mation structure. The generation step in section 4
similarly assumes that this has already been done.
I presume that it is possible to determine OT con-
traints and rankings also for this.

7 A computational note

The OT analysis presented here is intended for a
dialogue system, that is, it is intended to be im-
plemented, so a few remarks on OT in a computa-
tional setting are in order.

Several approaches to the implementation of OT
constraint checking make use of finite-state tech-
niques. Karttunen (1998) uses an example from
phonology and shows how the generation of can-
didates and constraint application can be com-
posed into a single transducer, a single network.
Jäger (2002) reformulates Blutner (2000) and also
discusses some formal properties of bidirectional
OT as outlined by the latter. Notably, Jäger dis-
cusses bidirectionality in a finite-state setting.

Now, both Karttunen and Jäger acknowledge
the limitations of the OT models that can be for-
mulated as finite-state transducers. Jäger mentions
that finite-state techniques are in general too sim-
ple to handle syntax, semantics and pragmatics, so
the implementation of such analyses in OT seems
to be an open research question.

The OT analysis that I presented in section 4
involves a small and finite set of candidates, the
constraints all involve checking whether a partic-
ular informational element is part of the candidate
or not, and constraints only have at most one vi-
olation. This may mean that a finite-state imple-
mentation is possible. However, the step presup-
posed in section 4, the assignment of information
structure (a step that is also involved in the bidirec-
tional analysis), involves reasoning using a fairly
complex information state, which is probably less
likely to lend itself to a finite-state analysis.

Instead, I think that in a context such as this –
the computation of information structure and the
generation of information enrichment in a practi-
cal dialogue system – work could usefully be spent
on making the system avoid having to create all the
candidates. One possible solution is to incorporate
the effect of the constraints and their ranking in the
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GEN component, making GEN different for the
different degrees of reliance on information en-
richment, and only producing the optimal candi-
date in each case. Similarly, when bidirectionality
is considered, the system should not produce all
of, say, 4839, 1439, 1849, and 1834, but be able
to determine, a priori, that these would be equally
(un)optimal.

8 Conclusion

Five OT constraints have been introduced to han-
dle the kinds of information enrichment discussed
above. Various rankings of the constraints are
needed to give different optimal candidates, and
the notion of dynamic constraint reranking in the
generation component of a dialogue system was
introduced to model the flexibility of informa-
tion enrichment. The different rankings show
that the degree of reliance on information enrich-
ment arises from, on the one hand, a conflict be-
tween generating a full focus and avoiding non-
prominent material, and, on the other, a conflict
in whether to generate ground or not. The need
for bidirectionality in a dialogue system gener-
ating information enriched constituents was also
discussed, and some computational considerations
were presented. Given the theory, a subsequent
step is the precise formulation of bidirectionality
for information enrichment, and the implementa-
tion of the constraints and the dynamic rerankings
in a dialogue system.
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Gerhard Jäger. 2002. Some notes on the formal prop-
erties of bidirectional optimality theory. Journal of
Logic, Language and Information, 11:427–451.

Kristiina Jokinen and Graham Wilcock. 2001.
Confidence-based adaptivity in response generation
for a spoken dialogue system. In Proceedings of the
2nd SIGdial workshop.

Lauri Karttunen. 1998. The proper treatment of opti-
mality in computational phonology. In Proocedings
of FSMNLP’98, pages 1–12. International work-
shop on Finite-State Methods in Natural Language
Processing, Bilkent University, Ankara, Turkey.

Alan Prince and Paul Smolensky. 1993. Optimality
theory: Constraint interaction in generative gram-
mar. Technical report, Rutgers University. RuCCS
Technical Report 2.

Stephen Pulman. 1997. Higher order unification and
the interpretation of focus. Linguistics and Philoso-
phy, 20:73–115.

Mats Rooth. 1996. Focus. In Shalom Lappin, editor,
The Handbook of Contemporary Semantic Theory.
Blackwell.

David Schlangen. 2003. A Coherence-Based Ap-
proach to the Interpretation of Non-Sentential Ut-
terances in Dialogue. Ph.D. thesis, School of Infor-
matics, University of Edinburgh.

Mark Steedman. 2000. The Syntactic Process. MIT
Press/Bradford Books.

Enric Vallduvı́. 1992. The Informational Component.
Garland.

Henk Zeevat. 2001. The asymmetry of optimality the-
oretic syntax and semantics. Journal of Semantics,
17(3):243–262.

19



Information State Update: Semantics or Pragmatics?

RaquelFernández, Matthew Purver
Department of Computer Science

King’s College London, Strand, London WC2R 2LS, UK
{raquel,purver}@dcs.kcl.ac.uk

Abstract

We argue for an approach which treats
the compositional semantic content of
an utterance as including its basic dia-
logue update effects – those which can
be derived entirely from its semantic and
syntactic properties. This allows us to
capture the distinction between these in-
tegral semanticcontextual effects and
thosepragmaticeffects which can only
be determined from the interaction be-
tween features of the utterance and the
context itself.

1 Introduction

This paper presents an approach to dialogue up-
date processes that captures the distinction be-
tween that part of an utterance’s contextual im-
port that can be derived entirely from its seman-
tic and syntactic properties, and that which results
from interaction between features of the utterance
and the context – by treating the former as part
of the utterance’s compositionalsemanticcontent
and only the latter as having to be specified sepa-
rately aspragmaticprocesses. We then show that
this does not prevent an utterance’s representation
from articulating constraints on context, and illus-
trate this for context-dependent phenomena such
as givenness and ellipsis.

1.1 Background

We adopt the approach to utterance representa-
tion introduced in (Purver and Fernández, 2003),

which views utterances and their sub-constituents
as instructions for contextual update: programs in
a dynamic logic defined with respect to the dia-
logue gameboard (DGB) of (Ginzburg, 1996). The
DGB provides a structured view of context in di-
alogue by keeping track of the following compo-
nents: a set of commonly acceptedFACTS; a par-
tially ordered setQUD of questions under discus-
sion (QUDs); and theLATEST-MOVE (LM) made
in the dialogue.

In (Ferńandez, 2003), the DGB is formalised
using first-order Dynamic Logic (DL) as it is in-
troduced in (Harel et al., 2000). In short, DL is a
multi-modal logic with a possible worlds seman-
tics, which distinguishes betweenformulae and
programs. Programs are interpreted as relations
between states that change the values assigned to
particular variables. They can be combined to
form complex programs by means of a repertoire
of program constructs, such assequence; , choice
∪, iteration * and test?. The different DGB com-
ponents are modelled either as individual variables
ranging over terms (e,g.LM, for the latest move),
or asstackvariables ranging over strings of terms
(e,g. QUD, a stack of questions). Update oper-
ations are brought about by program executions
that involve changes in variable assignments. The
atomic programs are simple assignments (x:= t),
wherex is an individual variable andt is a term;
and X.push(x) and X.pop programs, whereX is
a stack variable andx stands for the element to
be pushed ontoX. Such programs can then be
assigned to utterances and their sub-components
by a HPSG grammar which relates programs to
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grammatical types. The approach allows us to re-
flect the basic insights of dynamic semantics (e.g.
indefinite NPs can be assigned programs which
introduce new referents) and define a process of
grounding and clarification, as well as specify up-
date effects of utterances familiar from Informa-
tion State (IS)-based theories of dialogue.

2 Update Programs

The basic assumption underlying the IS approach
to dialogue modelling is that the main aspects
of dialogue management are best captured by (i)
keeping track of the relevant information available
to each dialogue participant at each state of the
conversation, and (ii) providing a full account of
the possible update mechanisms that change this
information. The notion of ISupdateis key, usu-
ally being governed by a set ofupdate rulestrig-
gered by the observation and performance of dia-
logue moves.

Our starting point is, in fact, a fairly straightfor-
ward extension of this view: as long as dialogue
move types can be incorporated into the grammat-
ical representation of utterances, their update ef-
fects can also be seen as part of the utterance’s lin-
guistically conveyed information. The integration
of direct illocutionary force into the grammar has
been argued for in (Ginzburg et al., 2001b). The
authors present an HPSG grammar where each
illocutionary type introduces a constraint on the
type of its message argument (ask-reltypes are
associated withquestions,assert-rel types with
propositions, and so on), with these message types
being determined by syntactic form. SDRT (Asher
and Lascarides, 2003) also assumes auniform se-
manticsof declaratives, interrogatives and imper-
atives, where each clause type is linked to its illo-
cutionary force by means of compositional seman-
tics. Our approach goes one step further in that
it views the immediate contextual effects of these
various illocutionary types (which are usually seen
as brought about by independent IS update rules or
pragmatic inference) as compositionally linked to
syntactic and semantic properties of utterances. In
(Purver and Ferńandez, 2003) this is achieved by
associating appropriate DL programs with particu-
lar clause types, as shown inAVM (1) and AVM (2)

for interrogatives and declaratives:

(1)


interrogative

CONT 1
[
question

]
C-PROG A; QUD.push(1 )

HEAD-DTR | C-PROG A



(2)


declarative

CONT 1
[
proposition

]
C-PROG A; QUD.push(whether( 1 ))

HEAD-DTR | C-PROG A


Introducing DL programs into the grammatical

representation of utterance types allows us to re-
flect the part of their contextual import which is
compositionally derivable. Just as an indefinite
NP intrinsically introduces a new entity into the
context,ask moves, and therefore questions, in-
trinsically introduce new QUDs (in our formal-
isation, push their content ontoQUD). Similarly,
moves which assert a propositionp push the ques-
tion whether(p) onto QUD. Note that this is not
to deny that some questions and assertions might
have further contextual effects, or even that QUD
introduction might also be achievable by other,
less obvious means. The point here is that an im-
portant part of the context change potential ofask
andassertmoves (namely the fact that they intro-
duce particular QUDs) can be fully derived from
their grammatical properties. As far as dialogue
goes, it is therefore possible and, we think, desir-
able to consider such updates as part of the seman-
tic contribution of interrogative and declarative ut-
terances (just as much as the introduction of new
referents is part of the semantic contribution of in-
definites). This is precisely what our programs
achieve.

The main issue to consider now is: can this ap-
proach be extended to all dialogue move types? In
other words, is it possible to encode the main con-
textual updates brought about by dialogue moves
into the grammatical representation of utterances,
thus removing the need for independent update
rules?

3 Semantic vs. Pragmatic Updates

Here we must distinguish two different kinds of
updates: updates whose assignment can be deter-
mined purely by properties of the utterance itself,
and those which should only be assigned to ut-
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terances given certain information in the current
state.

3.1 Semantic (Direct) Updates

The immediate update effects of direct moves such
as ask and assert (as given above) can be de-
termined by simple examination of the linguistic
properties of utterances – they don’t have to be in-
ferred using pragmatic information. The same can
be said for many other move types included in di-
alogue act taxonomies such asgreetings,closings
andacknowledgements. In fact, one could argue
that the meaning of an acknowledgement canonly
be represented as a contextual update – in our ap-
proach, acknowledgements are associated with a
program that pushes ontoFACTSwhatever propo-
sition was previously under discussion:

(3)


ack-cl
CONT acknowledge-rel
C-PROG head(QUD) =whether(p)?;

FACTS.push(p);QUD.pop


The complex program shown in AVM (3) re-

quires for its success the existence of some ques-
tion whether(p) under discussion. If there is no
such question, the program will not succeed, the
utterance cannot be understood or grounded (and
on our account, will cause a clarification question).
This seems correct: if there is nothing to be inte-
grated into the common ground, or if the current
QUD is awh-question, an acknowledgement will
seem quite odd. Acknowledgements require suit-
able QUDs in order to be understood (just as un-
derstanding anaskmove seems to require recog-
nition of its intention to raise a new QUD). It is
important to note that although an acknowledge-
ment therefore imposes a restriction on the type of
state to which it can apply (expressed as atestsub-
program), there is no need for pragmatic informa-
tion to determine what its update effects should be
(what program to associate with it).

3.2 Pragmatic (Indirect) Updates

Most dialogue act taxonomies and implemented
dialogue systems include other move types which
are less directly associated with the linguistic
or grammatical form of the utterance. Indirect
speech acts such as requests or commands can take
the form of questions (“Can you close the door

please?”); questions can be rhetorical (“Do I look
like an idiot?”).

Answers in the Grammar? A common exam-
ple in dialogue systems is ananswermove. An-
swers differ from assertions and questions in many
respects: if we were to specify the contextual up-
date effect of an answer by a program, it might be
of the formQUD.pop– i.e. a program that down-
datesQUDby popping the maximal question under
discussion, rather than one which adds a new ques-
tion to the stack. The notion of answerhood em-
ployed by many dialogue systems involves asser-
tion of a proposition that unifies with the proposi-
tional content of a QUD question (see e.g. (Traum,
2003)). This could be easily defined within the
grammar as in (4):

(4)

answer

CONTENT 1
[
proposition

]
C-PROG (head.(QUD) =λ

{
. . .
}
. 1 )?; QUD.pop


The problem is of course that there will be no

way of associating this program with an utter-
ance based on its internal grammatical properties
alone: to determine which update effects to asso-
ciate with a declarative (those of anassertprogram
as in (2) or ananswerprogram as in (4)), we must
take into account its relation to some relevant con-
textual information (precisely the maximal QUD).
Given our formalism, this could be phrased as a
single program using thechoiceoperator:1

(5)


declarative

CONTENT 1
[
proposition

]
C-PROG ((head.(QUD) =λ

{
. . .
}
. 1 )?; QUD.pop)

∪ QUD.push(whether( 1 ))


However, we see several problems with such

an approach. The first is that downdating QUD,
which must be one of the update effects of an an-
swer, does not need to be performed in order to
understandit: one can understand an answer with-
out accepting it, and indeed can discuss whether
it is true – so making this downdate part of the
semantic content seems inappropriate. A second
is that the contextual effects expressed as the se-

1Anotherequally unattractive solution would be to seeall
declarative sentences as ambiguous between being answers
and assertions, with two alternative analyses assigned by the
grammar and with the decision between the two made later.
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mantic content have now becomedeterminedby
context, rather than just expressingrestrictions on
context as before. Even worse, the third is that this
approach seems very difficult to scale up to more
complex notions of answerhood: in particular, in-
direct answers could not be detected by the test
of unification with the head QUD as above, but
would require some further inference – thus the
C-PROG program would have to involve such in-
ference and presumably access to further contex-
tual information. Semantic content, then, would
not only be context-dependent but include (possi-
bly unrestricted) access to pragmatic components.

Note that this is not the case for acknowledge-
ments: the program in AVM (3) shows no contex-
tually determined variation in its possible effects
– the program simply imposes a restriction on the
current state that has to be met for the update pro-
gram to be executable: if the restriction is not met,
the program will just fail.

Answers outside the Grammar A more rea-
sonable approach therefore seems to be to take an-
swers as having update effects at two levels: at the
direct level, expressible as part of the grammati-
cally assigned semantic content, the effect of an
assertion as in AVM (2) (introducingwhether(p)
to QUD); and then at theindirect level the further
answering effect (popping theQUDstack). This
indirect effect must be outside the realm of gram-
mar, as its applicability will depend on the cur-
rent IS – reasoning or update rules must decide
whetherp answers the current maximal QUD, and
if so whether it is to be accepted.

The semantic content then no longer varies with
context (although it can still express a restriction
on context as before), and can be grammatically
assigned as long as this basic program is not in-
consistent with the possible later indirect updates.
For answers, the basic effect is an assertion which
is then used to license QUD downdate; for rhetor-
ical questions, the basic effect would be to intro-
duce a new QUD which is seen to be already an-
swered (by domain/world knowledge or context)
and thus immediately downdated; for indirect re-
quests, again the basic effect would be to introduce
a new QUD, which further inference would then
presumably determine to be influenced by the in-

directly requested task (see (Ludwig, 2001) for a
similar approach to inferring requests from basic
declaratives).

This distinction, between direct updates which
stem from the utterance’s internal properties on the
one hand, and indirect updates which stem from its
relation to context on the other, now allows us to
draw a line between the kind of updates that can
be thought of as part of an utterance’ssemantic
content, and those that should be specified sepa-
rately by means ofpragmaticoperations (e.g. up-
date rules or inference). Note that this distinction
does not correspond to the one drawn between for-
ward and backward looking acts (Allen and Core,
1997) – acknowledgements and answers are both
usually classified as backward-looking. In a typ-
ical system such as GoDiS (Larsson et al., 2000)
the only move type which requires separate prag-
matic processes (and which we would therefore
classify as indirect) isanswer.

3.3 Discourse & Turn-Taking Effects

So far we have assumed that the direct update ef-
fect of questions and assertions is to introduce a
question which becomes topmost in QUD (q, in
the case of asking a questionq, andwhether(p)
in the case of asserting a propositionp). In
Ginzburg’s account, this topmost position is taken
to explicate why the last question posed takes
conversational precedence (has to be addressed
first) and why elliptical forms are licensed as
responses to it. Several authors (Asher, 1998;
Ginzburg, forthcoming), however, have pointed
out that when multiple moves are performed by
the same speaker within a single turn, the evolu-
tion of QUD seems to be somewhat different.

(6)
A : Where were you? Did you talk to anyone?
B : I was at home. I didn’t talk to anyone.
B’: I didn’t talk to anyone, I was at home.

(7)
A : Who did you invite? Did you invite Jill?
B : Yes. Also Merle and Pat.

(8)
A : Who did you invite? And why?
B : Merle and Pat, because they are very
undemanding folks.

Exampleslike the ones above have motivated a
view according to which the way several queries
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asked in sequence by the same speaker are inte-
gratedinto QUD depends on the discourse relation
that links them. Thus, the questions in example (6)
(adapted from (Asher, 1998)) are taken to be in
what has been calledcoordinate structure, with
none of them taken precedence over the other one.
The questions in (7), on the other hand, would
be related byquery-elaboration, which would ac-
count for the fact that apparently the second one
takes precedence over the first one. Contrastingly,
the questions in example (8) would be related by
query-extension, which would explain why in this
case the first question tends to be answered first.

At a first glance, one may think that three dif-
ferent QUD updating operations are needed to ac-
count for these examples: one that pushes the
second question next to the maximal QUD, the
standard push on top operation, and a “push-
under” operation (orQUD-FLIP, as it is called by
Ginzburg (forthcoming)) that would push the sec-
ond question under the topmost element in QUD.
If we were to specify these distinctions in our ac-
count, we would presumably have to do so by a
program that first tests the kind of rhetorical re-
lation that holds between the head of QUD and
the current question, and then applies the right
QUD.pushprogram, as in AVM (9):

(9)


interrogative

CONT 1
[
question

]
C-PROG q-elab(head(QUD),1 )?; QUD.push(1 )∪

coor(head(QUD),1 )?; QUD.push-next(1 )∪
q-ext(head(QUD),1 )?; QUD.push-under(1 )


However, as with answers in the previous sec-

tion, the test subprograms in AVM (9) not only
express restrictions on the kind of state the pro-
gram can be applied to (like the program for ac-
knowledgements in AVM (3) above), but crucially
they both require further pragmatic information,
and use it to determine the program’s effects. To
decide on the kind of push program that has to
be applied, we must first compute the rhetorical
relation that holds between the current question
and the maximal QUD, and this will involve us-
ing pragmatic reasoning. Thus, to use a gram-
mar to assign the complex program in AVM (9) to
interrogative clauses seems both problematic and
rather pointless, given that its update effects are

actually ambiguous between three different QUD
updating operations, and such ambiguity is only
resolved by pragmatic knowledge about rhetorical
relations.

Instead, we think that thesemanticupdate ef-
fects of questions and assertions are still best
characterised by the simple programs proposed in
AVMs (1) and (2). In fact, a closer look at the ex-
amples above reveals that the discourse relations
that link different questions in the same turn do not
play such a significant role in determining avail-
ability and licensing of elliptical forms:

(10)
A : Who did you invite? Did you invite Jill?
B’: (I invited) Merle, Pat, and Jill, yes.

(11)
A : Who did you invite? And why?
B’: I thought we’d need a guitar, so Merle.

As (10) and (11) show, regardless of the rhetor-
ical relation that holds between the questions, both
questions are still available: they can be answered
by a fragment and it is up to the addressee to
choose which one to answer first. We can there-
fore assume that the basic QUD update mecha-
nism (and therefore our basic programs) do not re-
quire, and need not be affected by, computation
of the rhetorical relation that links moves within
a single turn. This is not to claim that discourse
relations are not needed at any level: they may be
required to establish the coherence of the dialogue
at the pragmatic level, or indeed to decide which
member of QUD to answer first. We do claim
however that one can still specify some basicse-
manticcontextual update potential brought about
by questions and assertions as monotonically in-
troducing QUDs.

QUDs introduced in the same turn must then
have equal satus in theQUDstack. We regard this
coordinate status as a consequence of the dynam-
ics governing turn management. It is implicitly as-
sumed that information about turn taking and turn
change is part of the resources commonly shared
by dialogue participants. To encode this informa-
tion explicitly in the dialogue context, here we as-
sume that QUD not only includes the questions
under discussion themselves, but also information
on turn change that acts as an additional structur-
ing mechanism of the QUD order. Assuming that
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turn change is recorded in QUD, the maximal el-
ementsof QUD are then those questions between
the top and the turn change indicator.2

4 The Contextual Interface

As we have seen,semanticupdate programs such
as acknowledgements can specify restrictions on
the current state, without requiring state infor-
mation to determine their form. How does this
distinction apply for other contextually-dependent
phenomena such as ellipsis?

4.1 Conditions on State

Some interaction between the utterance represen-
tation and the context is required not only by
moves like acknowledgements, but by the treat-
ment of givenness: given referents such as those
associated with definite NPs and proper names
contribute sub-programs which express restric-
tions on the type of state to which the utter-
ance program can be successfully applied – to
whit, that the state contain a suitable antecedent
(seeAVM (12) and AVM (13)). The same is
true for other givenness effects such as the fo-
cus/ground distinction: following (Engdahl et al.,
1999; Ginzburg, forthcoming) a particular focus/-
ground partition introduces a sub-program which
must find a particular maximal QUD in the cur-
rent state. This type of program, then, expresses a
condition on the kind of state to which it can ap-
ply: in other words, the kind of context in which
an utterance is licensed.

(12)

definite

CONT 1
[
parameter

]
C-PROG ( 1 ∈ BG/FACTS)?



(13)


root-clause

INFO-STRUCT

[
FOCUS 2

GROUND 3

]
C-PROG (head(QUD) =λ 2 . 3 )?


4.2 Fragments

Elliptical fragments can also be seen in this way:
as being licensed only in certain types of context,
and therefore as expressing conditions on the kind

2A way of implementing this idea is to think of QUD as a
stack of sets. See (Fernández and Endriss, ms) for a formali-
sation of this in the context of dialogue protocols.

of state to which their programs can apply. Frag-
ments, of course, specify their content only partly,
requiring the presence of some information in con-
text in order to resolve their fully specified senten-
tial content. Ginzburg et al. (2001a) analyse this
by use of two contextual features in their HPSG
grammar,MAX -QUD and SAL-UTT: the content
of a fragment is specified in terms of constraints
on these, by identifying the propositional content
of the elliptical utterance with that ofMAX -QUD

and the referential index of the fragment itself
with that of SAL-UTT. Until resolution in con-
text, this information is essentially underspecified.
Schlangen (2003), on the other hand, regards the
content of such an elliptical utterance as contain-
ing an unknown anaphoric propositional relation,
which must be enriched using contextual infer-
ence.

Instead, we regard elliptical fragments as intro-
ducing sub-programs which must ensure that the
required contextual information is present in the
current state, and by finding it, fully instantiate the
content. The grammatical approach can directly
follow that of Ginzburg et al. (2001a): the content
of a (declarative) elliptical fragment utterance is
taken to be a proposition which must be associ-
ated with the currentMAX -QUD question; the ref-
erential index of its head daughter must be identi-
fied with that of aSAL-UTT utterance which is also
constrained to be syntactically parallel to it. This
is expressed in the grammar via the typedecl-frag-
cl (see AVM (14)).3

(14)



decl-frag-cl
CONTENT 1

HEAD-DTR

[
CAT 2

CONT | INDEX 3

]

CONTEXT

MAX -QUD
[

PROP 1
]

SAL -UTT

[
CAT 2

CONT | INDEX 3

]


Now, the only change that must be made is that

top-level sentences (in our grammar, signs of type
root-cl) must add sub-programs which require the
specified contextual information to be found, as
shown in AVM (15).4 Note that the order of the

3Similar specifications can be given for short interroga-
tives, sluices, bare adjuncts and so on following (Fernández
et al., 2004) directly.

4This root-cl specification also includes a sub-program to
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program is important: the contextual information
mustbe identified in the initial state, before it is
changed by the utterance program (which may of
course updateQUD), and of course before theLM
state variable can be set to the fully specified move
(the overall utterance content).

(15)



root-clause

CONTENT 1
[
illoc-rel

]
CONTEXT

[
MAX -QUD 2

SAL-UTT 3

]
C-PROG (head(QUD) =2 )?;

(head(UTT)= 3 )?;A; LM := 1

HEAD-DTR | C-PROG A


This seems to make the status of this

contextual information clearer than in either
Ginzburg et al. (2001a) or Schlangen (2003)’s ap-
proach. In the former, the utterance is left un-
derspecified by the grammar, and we must as-
sume separately specified pragmatic routines (up-
date rules?) to fill it in; in the latter, this under-
specification is replaced by anaphora essentially
unaccompanied by information about possible an-
tecedents, which must be identified by pragmatic
inference. In our approach, not only is the method
of content specification fully defined by the gram-
mar as a program, the source of the antecedents
(particular state variables) is also made clear.

Note the similarity between this program
and that introduced by information structure in-
AVM (12). Both programs express a constraint on
the current maximal QUD, and therefore restrict
their utterances’ use to suitable contexts.5

4.3 Setting Up State Conditions

Note that not only does the program for the frag-
ment specify the state variables where antecedents
must be found, the program for the previous ut-
terance will have specified how the values of
these state variables were updated. As already
shown in (1) above, interrogatives introduce ques-
tions to QUD– this will automatically provide a
suitable head value ofQUDfor an elliptical an-
swer which follows it. In fact, the program for

set the latest-moveLMvariable to the value of the utterance’s
content, a move – see (Purver and Fernández, 2003) for de-
tails.

5Of course, the samecouldbe said for answers, if (as dis-
cussed and rejected above) they were to be represented as
testing for a suitable QUD and popping it from theQUDstack.

wh-interrogatives also pushes a salient utterance
(thewh-word corresponding to the question’s ab-
stracted parameter) onto theUTT stack, thus pro-
viding a state which will fulfill both the require-
ments of an elliptical fragment:

(16)


interrogative

CONT 1
[
λ 3 .p

]
C-PROG A; QUD.push(1 ); UTT.push(2 )

HEAD-DTR | C-PROG A

CONSTITS

{
. . . 2

[
CONT 3

]
. . .
}


Similarly, declarative utterances (as we have al-

ready seen in (2) above) introducewhether(p)
QUDs; indefinites also introduce programs to
push themselves ontoUTT for later resolution of
sluices.

4.4 Ordering Sub-Programs

The specification of AVM (15) is designed to
ensure that sub-programs are executed in a cer-
tain order: firstly, checks on state variables, be-
fore any utterance programs have had any effect;
secondly, the sub-programs projected by individ-
ual phrases (and inherited by the sentence from
its daughters); and thirdly the top-level effects
of the utterance – updatingQUD,UTT and LM.
The ordering of the daughter sub-programs them-
selves will also be important to account for e.g. in-
trasentential anaphora and presupposition projec-
tion. Anaphoric definites and pronouns must be
able to identify variables introduced by preceding
indefinites as their referents, so we must ensure
that the indefinite programs which introduce them
are executed before the definite programs which
attempt to find them. In English at least, this re-
quires sub-programs to be put together in linear
order, and this is simply expressed:

(17)

[
C-PROG A; . . . ;B

DTRS

〈[
C-PROG A

]
, . . . ,

[
C-PROG B

]〉]

5 Summary

Update effects which are specified entirely by, and
are inseparable from, utterances themselves can
be represented as part of their grammatically as-
signed content, even when this content is contex-
tually dependent. It is only when the context de-
termines the form of these effects (the type of pro-
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gram which represents them), as with answers,
that we need these effects to be determined by
pragmatic processes. This is, of course, not to
deny that these pragmatic processes govern dia-
logue to a large extent: merely to say that the di-
viding line between semantics and pragmatics can
be drawn in a different place. This approach is
currently being implemented in a HPSG grammar
and a prototype IS-based dialogue system.
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Abstract

Humanoid robots which are able to walk
and behave human-like became very
popular in the last few years. Now it is
high time that they are able to use more
natural communication means so that
the human-robot interaction resembles
more and more to human-human com-
munication. Therefore, in this paper,
we evaluate different reference resolu-
tion mechanisms within a dialogue man-
agement system for human-robot com-
munication in a household environment.
User studies showed that most of the
pronouns can be resolved by a prag-
matic, simplified approach.

1 Introduction

Dialogue management systems as well as mecha-
nisms for reference resolution are well known re-
search areas. Nevertheless, they have mostly been
analyzed from different points of view until now.
In this paper, we want to combine both by us-
ing well known pronoun resolution mechanisms
within a dialogue management system for human
robot communication in a household environment.
In this context which is specifically tailored for un-
experienced users, it is important that the user can
talk to the robot in the same way as to a human
servant for example. Therefore, the communica-
tion has to be as natural as possible which also
includes pronoun resolution and multimodal com-
munication mechanisms.

This paper deals with reference resolution of
personal and deictic pronouns. Natural human
robot interaction in a household environment is
also explored. Section two gives an overview of
related work on anaphora resolution in general and
on special reference resolution mechanisms used
in dialogue management systems in particular. In
section three, our dialogue manager is explained.
Section four deals with context management and
our mechanisms for reference resolution. Section
five gives a conclusion and outlook.

2 Related Work

Pronoun resolution is a well examined field in
computational linguistics. Different theoretical ar-
ticles have been written on this topic and methods
from the field of Artificial Intelligence, such as in-
ference mechanisms and world knowledge, have
been explored in detail. Here, we want to have a
look at the problem from a more pragmatic point
of view. Therefore, we want to concentrate on de-
ictic pronouns which can be resolved by means of
gesture recognition and personal pronouns which
are resolved by our pronoun resolution mecha-
nisms. Other resolution mechanisms are the topic
of future research.

2.1 Reference Resolution in General

Since there are so many researchers dealing with
reference resolution from different point of views,
such as philosophy, psychology, linguistics, com-
puter science, etc., we want to take into account
here only a small part of them which is relevant
for our research.
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One of the oldest algorithms for resolving pro-
nouns is Hobb’s naive algorithm (Hobbs, 1977).
It simply traverses the surface parse trees of the
sentences in a text looking for noun phrases of the
correct number and gender as antecedents for pro-
nouns. Although this algorithm is quite simple, it
works fine and about 90% of the pronouns can be
resolved (Hobbs, 1977).

The theory of discourse structure and center-
ing invented and further developed by Grosz et
al. (Grosz and Sidner, 1986; Brennan et al., 1987;
Grosz et al., 1995; Walker, 1998) serves for track-
ing discourse context and binding pronouns. First,
a set of all the cospecification relationships is cre-
ated. Then it is filtered, classified and finally
ranked by some rules. These rules rely on the rela-
tionship between antecedent and pronoun, such as
parallelism of grammatical function, recency, etc.
Furthermore, continuing with the same entity in
the discourse center is preferred over retaining it
which is preferred over shifting the discourse en-
tities completely. Although the algorithm is much
more complicated than Hobb’s naive one, the re-
sults are similar (Tetreault and Allen, 2003).

As an extension of the centering model, Strube
uses a list of salient discourse entities which is
called S-list (Strube, 1998). This list is ranked
based on information status. Therefore, it uses
the distinction between new and old information
in the discourse and incorporates also preferences
for inter- and intrasentential anaphora which is not
included in the original centering model.

CogNIAC (Baldwin, 1995) is a pronoun resolu-
tion engine which defines a set of rules for find-
ing the correct antecedent in a list. These rules
are somewhat simple, such as ”If there is only
one possible antecedent in the preceding input
sentence, use this”; world knowledge is not used
for pronoun resolution. Nevertheless, these rules
seem to be quite efficient given the fact that he re-
ported about 92% precision.

All of these mechanisms have been developed
by means of written texts. They can be also
used for spoken communication to a certain extent,
but have to be adapted to its special needs, espe-
cially covering spontaneous effects. Therefore, the
next chapter deals with reference resolution mech-
anisms used in spoken natural language dialogues.

2.2 Reference Resolution in Multimodal
Dialogue Management

Until now, there are only very few dialogue sys-
tems which use a reference resolution module be-
cause most of them have been specifically tai-
lored for communication via phone, such as flight
and train timetable information systems (McTear,
2002; Allen et al., 2000; Stallard, 2000), call-
routing systems (Gorin et al., 2002), weather in-
formation systems, (Zue et al., 2000) etc. and
do therefore not need reference resolution. But
now since the number of systems for direct hu-
man machine communication from face to face,
such as human robot interaction, increases, we
need to take into account the situated and context-
dependent communication, the changing environ-
ment, the multimodal interaction, etc. Therefore,
we want to have a look at the resolution mecha-
nisms necessary in situated and context-dependent
communication.

For example, Kumar et al. uses an approach
based on cognitive grammar which assumes con-
ceptual semantics (Kumar et al., 2003). Refer-
ence domains identify representations for subsets
of contextual entities to which can be referred,
such as individual objects and also collection of
objects. The important feature of a reference do-
main are its partitions which define in conjunction
with focus and salience the criteria for reference
resolution. Underspecified reference domains are
composed with the existent context structure by
means of grouping and assimilation. In this way,
references can be resolved by finding the corre-
sponding node within a context structure. Since
the same mechanism is used for linguistic expres-
sions and for gestures, different kinds of refer-
ences, such as deixis and pronouns, can be re-
solved.

Other researchers (Landragin and Romary,
2003) propose a classification of referring modes
which describes referring actions, and disam-
biguation principles to define the correct referent.
References can be resolved by means of unifica-
tion with the information available in context so
that the one with the best unification result is kept.
In this way, also deictic pronouns and pointing
gestures can be resolved.

For the galaxy system, a whole context resolu-
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tion server has been developed (Filisko and Sen-
eff, 2003) which includes repairing mechanisms,
anaphora and ellipsis resolution, history functions,
etc. Pronouns are resolved by means of a dis-
course entity list which is searched for a possible
antecedent.

Out of these approaches, we created a refer-
ence resolution model which uses similar meth-
ods, such as a list of possible antecedents and rules
for the agreement between the antecedent and the
pronoun. It also works for personal and deictic
pronouns and is specifically tailored for human
robot communication by including for example
some knowledge about the actual situation of the
robot. Therefore, it is not as theoretically complex
as some of the mentioned approaches, but works
efficiently in our scenario.

3 Dialogue Management

Our dialogue manager is based on the approaches
of the language and domain independent dialogue
manager ARIADNE (Denecke, 2002) which is
specifically tailored for rapid prototyping because
general concepts are already available and can be
reused. Only the domain and language dependent
components have to be implemented for new ap-
plications, such as: An ontology, a specification
of the dialogue goals, a data base, a context-free
grammar and generation templates.

Figure 1: The Dialogue Management Workflow
with Its Resources

The dialogue manager uses typed feature struc-
tures to represent semantic discourse information
(Carpenter, 1992). In figure 1, the whole dialogue
management workflow can be seen: First of all,
the user utterance is parsed by means of a context-
free grammar which is enhanced by information
from the ontology defining all the objects, tasks
and properties about which the user can talk. In

figure 2, you can see a part of the ontology we de-
fined for our robot dialogue system. It consists of
different objects available in the kitchen, actions
the robot can accomplish for the user and proper-
ties of the objects resp. the actions.

Figure 2: Part of the Ontology

An example of the semantic representation
which is created during parsing can be found in
figure 3. This semantic representation is compared
against the dialogue goals. If all the necessary in-
formation to accomplish a goal is available, the
dialogue system calls the corresponding service.
But if some information is still missing, the dia-
logue manager uses clarification questions to get
this information from the user. The spoken output
is created by means of generation templates.

[ act_put OBJ
[ obj_puttable

[ generic:NAME [ "it" ] ]
]
[ DESTINATION

[ DEST [ "table" ] ]
]

Figure 3: Semantic Representation of the Sentence
”put it on the table”

The database serves as a context model which
includes different world knowledge sources and is
used for the resolution of references as described
below. Therefore, you can find there information
on the position of the objects in the world as well
as information on possible antecedents.

Also the ontology plays an important role in ref-
erence resolution because it is used to define the
semantic agreement between the reference and its
antecedent: If both of them belong to the same
category or to a subcategory in the ontology, then
there is a semantic agreement between them. In
the example in figure 3, you can see that ”it” refers
to an object which is puttable because of the verb
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”put” which expects a puttable object. This means
that other possible antecedents are semantically
excluded. If the user said in the previous sen-
tence for example ”get the cup from the board”,
the ”board” cannot be an antecedent for the pro-
noun ”it” because it belongs to another category
in the ontology. In this way, we assure that only
semantically useful antecedents are taken into ac-
count by our algorithm.

4 Context Modeling for Reference
Resolution

As you can also see in the example below (see fig-
ure 4), the two different types of references we
want to resolve are personal pronouns and deic-
tic pronouns. The reference resolution for both
of them takes place during the creation of the se-
mantic representation. Therefore, the input is the
parsed user utterance transformed into a seman-
tic representation as you can see in figure 3 and
the output is the semantic representation enhanced
with reference resolution information.

4.1 Our Context Model

The context model contains information on the en-
vironment: For example, all the available objects
are stored there with their three-dimensional po-
sition in the room. This information can also be
updated during the actual dialogue processing, if
an object is moved by the user or by the robot it-
self.

In addition, possible antecedents are stored in
the context model in a list similar to Strube’s S-list.
Since we only found nominal antecedents for the
pronouns in our user studies, we decided to resolve
only these pronouns in a first step. In addition,
some expletive pronouns are already covered by
the grammar by means of expressions such as ”it
is too dark in here”; others cannot be resolved at
the moment.

We implemented our context model in such a
way that it works similar to the human brain and
therefore ”forget” old antecedents after a certain
period of time (Clark, 1978). Whenever a new user
utterance comes in, the context model is updated
with the corresponding possible antecedents.

4.2 Mechanisms for Pronoun Resolution
For reference resolution, the context model is used
and linguistic expressions, such as personal pro-
nouns, as well as pointing gestures and deictic pro-
nouns are both resolved - in multimodal parsing or
in pronoun resolution.

4.2.1 Deictic Pronouns
We made a user study with our household robot

where the users interacted with the robot via
speech and gestures. They were told that they can
use pointing gestures and we found in about 10%
of the sentences pointing gestures coupled with
deictic pronouns (see table 1).

Total Number of Turns 1151
Turns with Deictic Pronouns 125
Deictic Pronoun Rate (in %) 10.86

Table 1: Number of turns with deictic pronouns in
an experiment with our household robot

For resolving deictic pronouns, we assume that
a referring pointing gesture is available at the same
time, as you can see in the second example of fig-
ure 4. We use a gesture recognizer and multimodal
parsing of speech and gestures so that the informa-
tion from both input modalities is merged on a se-
mantic base by means of time stamps (Gieselmann
and Denecke, 2003).

Therefore, gesture input is resolved by means
of the context model which consists of differ-
ent objects in the kitchen, such as cups, dishes,
forks, knifes, spoons and lamps. An n-best list
with all the pointing gestures matching a possi-
ble target object from the context model is created.
The disambiguation is then performed by merging
speech and gesture in a multimodal parsing pro-
cess (Stiefelhagen et al., 2004). Deictic pronouns
without a referring gesture cannot be resolved at
the moment.

4.2.2 Personal Pronouns
In another small user study, where the users had

to make the robot set the table, we found in about
6% of the sentences personal pronouns (see table
2).

By means of the context model, personal pro-
nouns can be resolved, as you can see in the first
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User: Robbi, get the blue cup from the board.
Robbi: Going to take the blue cup from the board.
User: Bring it to me.
Robbi: Going to bring you the blue cup.

User: Switch on that light. + pointing gesture to the big lamp
Robbi: Switching on the big lamp.

Figure 4: Example Dialogue taken from our user studies with a household robot

Total Number of Turns 572
Turns with Personal Pronouns 37
Personal Pronoun Rate (in %) 6.47

Table 2: Number of turns with personal pronouns
in an experiment with our household robot

example in figure 4 in two different ways:
� out of the dialogue context taking into ac-

count information from the previous sen-
tences

� out of the situation. This means that some
kind of simple world knowledge is used. For
example, if the robot has a cup in its posses-
sion, and the user tells it ”Put it there”, then
it can be assumed that ”it” refers to this cup.

Therefore, there are two different ways how
pronouns can be resolved. On one hand, the infor-
mation on what can be found in the robot’s pos-
session is in the context model and can therefore
be used for the resolution. In this way, pronouns
can be simply resolved by replacing the pronoun
by the object in the robot’s possession.

On the other hand, we use our list of possible
antecedents in the context model and look there
whether there is a possible antecedent. Similar
to the pronoun resolution mechanisms mentioned
above, we also use some rules, such as that the pro-
noun and the antecedent have to agree in their syn-
tactic and semantic features. This means that they
have to have the same number and gender as far as
syntax is concerned and both of them have to be-
long to the same category or a subcategory in the
ontology, as far as semantic is concerned. Since
the antecedents are ranked by their appearance and
also deleted, if they are too old, we can use the first

possible antecedent which is found, and put its se-
mantic representation in the discourse.

Both methods are not very complex, but work
efficiently in our scenario so that about 90% of the
pronouns can be resolved. In our user study even
all the pronouns can be resolved just out of the
situation by means of the world knowledge in the
context model. Therefore, we do not even need
the more complex mechanism with all the possible
antecedents in the context model. But since this
might also be due to the fact that the scenario is
quite simple at the moment, we will test this with
an enhanced version in a more complex scenario.

Also a combination of both methods sounds
promising. Namely, there are situations where the
method based only on the previous sentences will
fail because the previously mentioned correct an-
tecedent is too many sentences away and cannot
be found therefore. On the other hand, also the
method of just using the information what is in
the robot’s possession can fail easily, if the robot
has something else than the user is referring to.
Therefore, we want to do further experiments with
a combination of both methods to see whether we
can resolve even more pronouns by this combina-
tion.

5 Conclusion and Outlook

In this paper, we developed some methods for ref-
erence resolution in human robot communication.
We focused our attention on the pragmatic aspects
of the resolution and started with personal and
deictic pronouns. Both of them are resolved by
means of the context model.

In our user studies, we found out that it was pos-
sible to resolve the personal pronouns just by tak-
ing into account the current situation without us-
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ing any knowledge of the previous sentences. For
the future, we want to evaluate whether this is also
feasible in more complex situations which would
facilitate reference resolution a lot.

Furthermore, we also want to evaluate whether
a combination of the two mentioned methods leads
to better results and how these methods can be ef-
ficiently combined to take advantage from both of
them while avoiding their disadvantages.
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Abstract

It has been shown that restrictions on
feedback in communicative tasks have
an important impact on how speakers
ground their communicative acts and
the effectiveness of their communica-
tion. Generally speaking, the more in-
terlocutors are allowed to interact, the
quicker they solve communicative tasks,
and the quicker they converge at a lin-
guistic level on referring expressions for
objects under discussion. Whereas the
effects of verbal feedback have so far
been mainly investigated with respect to
linguistic measures, the effects of non-
verbal feedback have been thought of
as mainly influencing a more affective
component or the outcome (efficiency)
of communication. However, recent re-
search has shown that visual-feedback
(in terms of a shared work space) also
has an effect on the smoothness and ef-
fectiveness of linguistic communication.

In our study we investigated the differ-
ent effects of visual and verbal-feedback
on alignment in a communicative task.

In addition to commonly used measure-
ments like the number of words of refer-
ring expressions, we also computed the
lexical overlap of subsequent descrip-
tions. We found that visual feedback
also has effects on linguistic measures,
and that differences in communication
related to visual and verbal feedback do
not necessarily show up in relatively su-
perficial measurements such as number
of words per turn.

1 Introduction

In investigating human communication, mostly
task-oriented dialogues have been used. These of-
fer the advantage that, on the one hand, partici-
pants are free to talk, but on the other hand, topic
and goals of the communication are constrained
by the specific task at hand. A wide variety of
experiments on task-oriented dialogues have been
carried out. One important issue that has been ad-
dressed is the difference that modalities used by
either the speaker or the listener make on com-
munication. In order to tackle these differences,
these tasks have been conducted using different
feedback conditions as variables.
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One line of investigation focuses on the effects
of different (verbal) task conditions on linguistic
parameters. For example, the issue of coordination
in the making of mutually agreeable references
was addressed in a number of studies (e.g. Ander-
son et al., 1991; Boyle, Anderson and Newland,
1994; Clark and Wilkes-Gibbs, 1986; Clark and
Krych, 2004; Horton and Keysar, 1996; Krauss
and Weinheimer, 1964; Schober and Clark, 1989;
...). Clark and Wilkes-Gibbs (1986), for instance,
conducted an experiment in which two partici-
pants had to arrange a set of abstract shapes (i.e.,
tangrams) in a linear order. One of the two partic-
ipants was asked to give instructions in form of
descriptions whereas the second participant was
the listener who sorted the tangrams. The shapes
were abstract in order to induce negotiations of
names for the figure under discussion. The de-
gree of feedback was manipulated reaching from
full verbal-feedback to no-feedback. Clark and
Wilkes-Gibbs measured the effects of the different
feedback conditions, for example, in terms of the
number of words used per referring expression.

Another line of investigation deals with the
effects of visual-feedback on communication.
Visual-feedback is thereby addressed either in
terms of the effects of visual contact, i.e. mu-
tual gaze or a shared visual scene, or the effect
of the transmitting channel (e.g., Boyle, Ander-
son and Newland, 1994; Anderson, 2004; Clark
and Krych, 2004; De Ruiter et al. 2003; Drolet
and Morris, 2000; ...). De Ruiter et al. (2003),
for example, had subjects perform a communi-
cation task in thespatial logistics task(SLOT),
a psycholinguistic version of the so-calledsocial
dilemma scenario. In SLOT two participants have
to negotiate a route through a map that meets cer-
tain optimisation criteria. In their experiment, the
visual information of the scene was shared across
all conditions. De Ruiter et al. looked at the effects
of the presence and absence of eye contact on the
outcome of the task. In one condition they used a
one-way mirror that only allowed asymmetric vi-
sual contact. De Ruiter et al. found that in this
condition negotiation times increased significantly
but the successful outcome of the task was not af-
fected. This result is consistent with findings in
earlier work (e.g., Drolet and Morris, 2000). Re-

markably in this respect, Anderson (2004) reports
that in one map task experiment (Anderson et al.,
1991) only 30 % of words were actually uttered in
the time span of mutual gaze.

Most of these problem-solving tasks are asym-
metric by virtue of the way in which roles are as-
signed to (the two) interlocutors, such as instruc-
tion giver versus instruction receiver. Even though
this design reveals obvious disadvantages when it
comes to the generalisation of results, it nonethe-
less appears to be an approach that satisfies many
of the relevant constraints.

Taken together, the evidence suggests that
visual-feedback affects the way in which partic-
ipants solve a task in dialogue. But apart from
more general measures like efficiency and affec-
tive components (e.g. rapport), it remains unclear
what influence different feedback modalities have
on the linguistic dimensions of dialogue. In our
study, we compared the effects of visual-feedback
(shared visual information about the scene but no
eye contact) versus verbal-feedback on linguistic
measures of communicative success. In measuring
the linguistic effects, we use the concept of align-
ment (Pickering and Garrod, in press) and analyse,
for example, the lexical overlap in subsequent ut-
terances.

2 Experiment

We tested 32 Edinburgh University students who
received£5 each for taking part in the (30 - 60
minute) experiment. Participants were paired ran-
domly and randomly assigned to one of the four
experimental conditions.

2.1 General set-up

Participants were separated by a head-high di-
vider. Each participant was seated in front of a
monitor and given a separate mouse. Their task
was to move a set of tangrams from an initial set of
positions into their final positions as indicated on
a given target configuration. The two boards were
identical and showed all eight tangrams. How-
ever, each participant had their own individual tar-
get card with four of the eight tangrams displayed
on it. Both the board to play on and the target card
were displayed on the monitor (see Figure 1). Par-
ticipants were asked to take turns instructing each
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Figure 1: Schematic illustration of the experimental set-up. The board with all eight tangrams and, next
to it, the target card showing the final positions of four of the tangrams as the two participants saw them
on their screens.

other. This means that they alternately selected a
tangram on their target card and gave instructions
to the instruction receiver until this particular tan-
gram had reached its final position. In doing so,
other tangrams had potentially to be moved out
of the way first. After the selected tangram had
reached the target position, participants swapped
roles. This sequence was repeated until all eight
tangrams had reached their final positions and the
target configuration was accomplished. Our aim
was to approach the symmetric character of nat-
ural conversation by introducing a more dynamic
role assignment. Also, the turns taken in giving in-
structions can be seen as an equivalent to subgoals
in conversation.

Prior to running the experiment, participants
completed a practice session illustrating the rules
and technical features of the set-up. In this prac-
tice session we used geometric shapes instead of
tangrams, to avoid giving the participants practice

in the specific task.

2.2 Conditions

We varied the type of feedback that participants
could give in a between-participants design. Each
pair of subjects was randomly assigned to one of
four conditions: full-feedback,verbal-feedback,
visual-feedback, andno-feedback.

In the full-feedback condition, we allowed par-
ticipants to talk freely; additionally the two mon-
itors were connected, so that the instruction giver
also could see on their screen which of the items
the instruction receiver was moving, and to which
position. In the only-verbal-feedback condition,
participants were also allowed to talk freely. But
this time their monitors were not connected, so
they did not get any information about which item
their partner was moving. In the only-visual-
feedback condition, the instruction receiver could
not give any verbal feedback, but participants
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could again see what their partner was doing on
theirscreen. Finally, in the no-feedback condition,
the instruction receiver could not give any verbal
feedback and the participants’ monitors were also
not connected.

2.3 Hypotheses

Generally, alignment takes place most effectively
by the use of same channels in interaction and
shows up in same representations used by inter-
locutors (Pickering and Garrod, in press). Partici-
pants are thus expected to prime each other in the
use of, e.g., lexical items. This effect should be
stronger when interlocutors are allowed to interact
verbally as opposed to a more passive participa-
tion in the communication when listening to in-
structions. We thus expected a greater reduction
of number of words and greater lexical overlap in
subsequent descriptions in verbal-feedback condi-
tions. This advantage should result in fewer dis-
fluencies in the verbal-feedback conditions.

2.4 Analysis

We identified the first phrase of each referring ex-
pression that was delimited by intonational phrase
boundaries. We analysed the number of words
in a phrase in order to measure the process of
convergence and additionally looked at the num-
ber of disfluencies (e.g., filled pauses, such as
uh and uhm). In the conditions without verbal-
feedback (i.e., visual-only and no-feedback) the
descriptions could not be interrupted by the lis-
tener and thus tended to be much longer than
the verbally more interactive conditions. In cut-
ting down the descriptions into smaller, phrasal
units, we increased comparability of the utterances
across conditions. We also computed lexical over-
lap of subsequent descriptions. Therelative lexi-
cal overlapfor a descriptionk was calculated by
relating the number of lemmas in descriptionk
shared with descriptionk-1 to the total number of
lemmas in descriptionsk + k-1. As in the first de-
scription of an item in conversation the preceding
description is missing, we only included descrip-
tions two, three, and four in the analyses to com-
pute lexical overlap.

2.5 Results

We conducted univariate ANOVAs and paired
comparisons (Scheffé Posthoc Test) with partic-
ipants as random factors and disfluencies, num-
ber of words used in the first phrase, and lex-
ical overlap as dependent measures. Overall,
the visual-feedback conditions differed from the
verbal-feedback conditions with respect to disflu-
encies and relative lexical overlap, but not with re-
spect to length of the description.

The results showed a significant main effect
of condition on number of disfluencies in the re-
ferring expressions (F(3, 1509) = 73.022; p<
.005). The paired comparisons revealed an effect
of feedback modality: Conditions without verbal
feedback (visual and no-feedback) showed signif-
icantly more disfluencies than the two conditions
with verbal-feedback (full and verbal-feedback).
Additionally, the absolute number of words used
for the first phrase in a description also showed
significant effects of condition type (F(3, 650) =
44.996; p = .005). Here, the posthoc tests re-
vealed that in the no-feedback condition signif-
icantly fewer words per phrase were used than
the other three feedback conditions (see Figure 2).
The third dependent measure, relative lexical over-
lap, also showed significant effects of condition
type (F(3, 647) = 14.388; p< .05). As in the anal-
ysis of disfluencies, there was again a significant
effect of feedback modality. But this time the ef-
fect was inverted: In the two verbal-feedback con-
ditions, referring expressions shared significantly
fewer lemmas with their preceding utterance than
the two conditions without verbal feedback.

3 Conclusion

The data provide only partial support for the hy-
pothesis that verbal-feedback is more effective for
alignment than visual-feedback. With respect to
fluency, verbal feedback turned out to have the
expected effects, i.e. in conditions with verbal
feedback, utterances were more fluent than those
in conditions without verbal feedback. The sec-
ond commonly used measurement in the analy-
ses of dialogue, length of referring expressions,
did not reveal differences of verbal versus visual
feedback. Only in the no-feedback condition, in
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Figure 2: Mean number of words per phrase and mean relative overlap per phrase relative to the number
of times an item has been named.

which participants could neither see what their
partner was doing nor negotiate names for an item
to be moved, did participants produce significantly
longer referring expressions than in the three other
feedback conditions. Noteworthy at this point is
that, obviously, in task-oriented dialogues as the
one described above, the type of feedback does
not seem to make a difference with respect to the
length of the first phrase. The more important fac-
tor appears to be the actual possibility of having
feedback in communication, be it visual or verbal.
Moreover, the fact that the conditions with verbal-
only and visual-only feedback are not significantly
different from the full feedback condition suggests
that the communicative benefit on the first phrase
is not larger with an increase of feedback. How-
ever, the predicted difference between visual and
verbal-feedback did show up in the measure of rel-
ative lexical overlap that we computed for subse-
quent descriptions. Here we found that there was
less overlap in the two verbal-feedback conditions
than in the visual or the no-feedback condition.
To some extent, this is surprising as the assump-

tions drawn on the basis of the alignment model
pointed into the opposite direction. One way to
interpret these results is to consider the overlap
showing up in the verbal-feedback conditions as
the automatic portion of overlap and the additional
overlap in the visual-feedback conditions as stem-
ming from other origins, such as pragmatic or sit-
uational influences or an aspect of audience de-
sign. In conditions without verbal feedback, par-
ticipants have to make sure that their descriptions
are understandable. This is even more the case
in the no-feedback condition, because misunder-
standings are much more difficult to resolve. In
order to make sure that referring expressions are
understandable, an appropriate strategy can be to
reuse successful lemmas, which leads to a rela-
tively big overlap. The interactive character of the
verbal feedback conditions, however, offered in-
struction receivers the possibility to actively take
part in the process of finding a name for items
under discussion. Thus, subsequent descriptions
in the verbal feedback conditions don’t necessar-
ily have to be driven by an automatic tendency to
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align on a name, but could also show effects of this
collaboration.

Taken together, we have shown that visual feed-
back obviously has effects not only on more gen-
eral and affective components of communication
but also on linguistic measures such as the number
of words used in a referring expression and lexical
overlap. This further highlights the fact that dif-
ferences between visual and verbal-feedback are
not revealed in relatively superficial measures such
as the number of words and require more fine-
grained measures such as degree of lexical over-
lap.
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evtType=speak
dialogueAct=request

evtType=play
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refType=definite
refStatus=pending

�
����

������	��	�

���
���

�
<mmilComponent> 
  <event id="e0"> 
    <evtType>speak</evtType> 
    <dialogueAct>request</dialogueAct> 
    <speaker target=“p1“/> 
  </event> 
  <event id="e1"> 
    <evtType>play</evtType> 
  </event> 
  <participant id= "p1"> 
    <objType>user</objType> 
  </participant> 
  <participant id= "p2"> 
    <objType>tune</objType> 
    <refType>definite</refType> 
    <refStatus>pending</refStatus> 
  </participant> 
  <relation source="e1" target="e0" 
            type="propContent"/> 
  <relation source=" p1" target="e1" 
            type="destination"/> 
  <relation source= "p2" target="e1" 
            type="object"/> 
</mmilComponent>�
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<mmilComponent> 
  <event id="e0"> 
    <evtType>speak</evtType> 
    <speaker target=“p1“/> 
    <event id="e0-1"> 
      <dialogueAct>reject</dialogueAct> 
    </event> 
    <event id="e0-2"> 
      <dialogueAct>inform</dialogueAct> 
    </event> 
  </event> 
  ... 
</mmilComponent>�
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<event id="e4"> 
  <evtType>database query</evtType> 
  <dialogueAct>query</dialogueAct> 
  <evtStatus>actuated</evtStatus> 
  <tempSpan startPoint=“2004-04 
     -05T17:00:00” endPoint=“2004-04 
     -05T17:00:01”/> 
</event> 
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<mmilComponent> 
  <event id="e1"> 
    <evtType>speak</evtType> 
    <speaker target=“p2“/><!-- system--> 
    <dialogueAct>inform</dialogueAct> 
  </event> 
  <event id="e2"> 
    <evtType>speak</evtType> 
    <speaker target=“p2“/><!-- system--> 
    <dialogueAct>accept</dialogueAct> 
  </event> 
    ... 
  <relation source="e2" target="e1" 
     type="confirm"/> 
</mmilComponent>�
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Abstract

This research explores how to employ
context-sensitive speech recognition in
a general way, in the Information-
State Update (ISU) approach to dialogue
management. The central idea is that
different contexts, or dialogue “Infor-
mation States”, can be associated with
different language models for speech
recognition. In this paper a “gram-
mar switching” approach is presented,
based on “active” dialogue move types.
It is then shown that this technique
leads to more robust speech recogni-
tion. An evaluation of a dialogue system
using this technique found that 87.9%
of recognised utterances were recog-
nised using a context-specific language
model, resulting in an 11.5% reduction
in the overall utterance recognition error
rate, and a 13.4% reduction in concept
error rate.

1 Context-sensitive speech recognition in
dialogue systems

The basic idea of context-sensitive speech recog-
nition is not new. Finite-state dialogue managers
typically define a recognition language model
(LM) at each state, and form-based managers of-
ten define a LM for each slot, as is commonly done
in Voice XML for example. However, this is a la-
borious and unsystematic process since a designer
must anticipate the likely range of user utterances

at each point in the dialogue. It also often cur-
tails the freedom of the speaker to say anything at
any time in the conversation. In addition, these ap-
proaches are domain- and task-specific, and thus
are not reusable. The approach presented here is
to implement a similar idea more generally and
systematically, within a richer (non-finite-state or
form-based) model of dialogue context: the Infor-
mation State Update (ISU) approach (Traum et al.,
1999). The general method presented here could
be used for a variety of applications, since it only
depends on representing the dialogue move types
of the user and system, and their dependencies,
and not on any application-specific information.

The central idea is to use an “active move
list” from dialogue Information States to define
a changing search space of language models for
speech recognition, to be used whenever the user
speaks. We assume that at any point in the dia-
logue there is a “most active move” of some dia-
logue move type (for a full description of the sys-
tem see Lemon and Gruenstein (2004)). In ISU
systems generally this is typically the last uttered
dialogue move, although there are cases, for ex-
ample where a clarification subdialogue has just
successfully closed, where another dialogue move
should be chosen. We then define, for each move
type, the name of a language model to be used for
speech recognition if that is the type of the most
active move. These LMs are defined by dialogue
move type, rather than domain-specific slot-value
types (e.g.wh-answerrather than, say,city-name).
For instance, if the most active move is ayes-no-
questionthen the appropriate language model is
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defined by a small context-free grammar covering
phrasessuch as “yes”, “that’s right”, “okay”, “neg-
ative”, “maybe”, and so on. We call this language
model[yn-answer].

In the experimental system, evaluated in the
next section, the following LMs were imple-
mented:

• [full]: generated by the whole grammar
for the application.

• [wh-answer]: generated by a subgram-
mar consisting only of “wh-answer” forms
such as “the office”, “to the school”.

• [yn-answer]: generated by a subgram-
mar consisting only of “yn-answer” forms
such as “yeah”, “that’s right”, and so on.

• [alt-answer]: generated by a subgram-
mar consisting only of “alt-answer” forms
such as “now”, “later”, “do it later”, and so
on.

• [no-answers]: generated by the whole
grammar minus all the “answer” forms.

• [no-corrections-no-wh-answers]:
generated by the whole grammar minus “an-
swer” forms and “correction” forms such as
“I meant the office”, “not the office the lab”,
and so on.

The dialogue move types were associated with dif-
ferent LMs as shown in the table of Figure 11. This
technique is a variant of “conversational games”,
also known as “dialogue games” (Carlson, 1983),
and in the context of task-oriented dialogues, “dis-
course segments” (Grosz and Sidner, 1986). Such
accounts rely on the observation that answers gen-
erally follow questions, commands are generally
acknowledged, and so on, so that dialogues can
be partially described as consisting of “adjacency
pairs” of such dialogue moves. A statistical analy-
sis of which dialogue move types typically follow

1“Root” is s special dialogue move type, used at the start
of a dialogue, and in other contexts where there are no open
questions or active commands.

each other could also be used (see e.g. Gabsdil and
Lemon (2004)2.
But what should happen in cases where the user
produces an utterance which is not in the cov-
erage of the currently active language model?
For example, the currently active LM could be
[yn-answers] but the user could produce a
command. In cases where recognition fails with
the currently active LM, there are several options:

• Reprocess the utterance using the LM related
to the next most active move3.

• Back-off to a “full” LM consisting of all the
sentences recognizable for the application,
and reprocess the utterance.

Due to the amount of time taken to perform an-
other recognition pass (roughly proportional to the
size of the LM) the second strategy is preferable,
except for cases where the next most active node
has a small associated LM. This is the technique
used in the evaluation system. With current pro-
cessor speeds, both these techniques are feasible.
In fact, it is perfectly feasible to run the recogni-
tion processes in parallel, as was done in Hockey
et al., (2003).

Figure 2 is an excerpt from a Nuance recognizer
logfile, showing these dynamic language mod-
els in action. Here, the recognizer is in a con-
text where it is using the LM[no-answers]
(for instance after just uttering a report) but can-
not recognize the user input (“maybe”) which is
an answer to an earlier system question (e.g. “is
this the right car?”). So the system backs-off
to the LM [full], and then succeeds in rec-
ognizing the answer4. Then another user utter-
ance arrives for recognition. In this context there
are no active commands that could be corrected,
and no open questions, so the recognizer uses
[no-corrections-no-answers] and suc-
cessfully recognizes the user command “zoom in
on the car”.

2Herea feature “DMBigramFrequency”, calculated from
a corpus of dialogues with the system, is used to predict
recognition performance, in combination with other features.

3This can be iterated, or performed to a certain depth of
the active move list.

4The recognizer uses a new utterance label (65552) be-
cause it treats the back-off recognition pass as a new utter-
ance.
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DM Type Language Model
command [no-answers]
confirmation [no-answers]
report [no-answers]
wh-question [wh-answer]
yn-question [yn-answer]
alt-question [alt-answer]
correction n/a
yn-answer n/a
wh-answer n/a
root [no-corrections-no-answers]

Figure 1: Language Models associated with Dialogue Move Types

started utterance 65550 with grammar .UTTERANCE-no-answers
Result #0: <rejected> (conf: 37, NL conf: 0)

started utterance 65552 with grammar .UTTERANCE-full
Result #0: maybe (conf: 81, NL conf: 81)

started utterance 65554 with grammar .UTTERANCE-no-corrections-no-answers
Result #0: zoom in on the car (conf: 50, NL conf: 47)

Figure 2: Excerpt from a Nuance Logfile, showing Context-sensitive Speech Recognition

1.1 Defining suitable Language Models

It might be thought that the process of construct-
ing the required multiple language-models is la-
borious and time-consuming. However, Gemini,
SRI’s system for developing bi-directional unifica-
tion grammars (Dowding et al., 1993), makes this
process quite simple. Gemini can be used for pars-
ing and generation, and grammars can be com-
piled to language models for the Nuance speech
recognition system. Similar systems (Bos, 2002;
Rayner et al., 2003) are also in development.

Every Gemini grammar rule can be given a fea-
ture which is the name of the subgrammar (if any)
that it belongs to. When the unification grammar
is compiled to its context-free version (Dowding
et al., 2001), these subgrammars are preserved,
and the Nuance language model compilation pro-
cess also preserves these named language mod-
els. This means that all that is required is to de-
fine the subgrammars in the top-level unification
grammar formalism. A more laborious alterna-
tive is to partition the context-free grammar (Nu-
ance GSL in this case) by hand before compila-

tion. Since the partitioning is to be done by di-
alogue move type, this is still more general and
less labour and maintenance-intensive than finite-
state or form-based approaches, which mix to-
gether task and dialogue representations.

2 Evaluation

The technique described above was implemented
in the WITAS dialogue system (Lemon et al.,
2002). Seven members of the University commu-
nity volunteered to use the system to complete a
total of 35 tasks. There were both male and fe-
male subjects, all in their twenties or thirties. The
subjects were given minimal written instruction on
how to use the system before the interaction be-
gan. They were then asked to use the system to
complete five tasks, in which they directed a sim-
ulated robot helicopter to move within a city envi-
ronment. An example task is “There are reports of
a fire at the tower. Check it out and fight the fire if
you find one. Then fly the helicopter to the ware-
house”. Each task was given immediately prior
to the start of the interaction, in language the sys-
tem could not process to prevent users from sim-
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ply reading the tasks aloud to the system. A given
taskended when the user indicated to the system
that he or she had finished, or they indicated that
they had given up on the task. The system was run
in open-microphone mode.

With the context-sensitive recognition system in
use, subjects’ speech was recorded and the system
behaviour logged for each of the five tasks. Data
was collected regarding task completion time,
steps to completion, and speech recognition er-
ror rates. All dialogues were recorded, and the
Information States logged as HTML files. The
data thus consists of 35 tasks, resulting in 362 user
turns, and 731 recognised words (as counted using
Nuance batch-recognition). Of utterances which
were recognised (at all), 87.9% were recognised
using a context-specific language model, with the
remainder being handled by backing-off to the
full language model when recognition with the
context-specific language model had failed to pro-
duce any result.

Each subject’s speech data was then batch-
recognized, without access to dialogue context in-
formation, using the full language model for the
domain (call this the “normal case”), and the re-
sulting statistics and recognition logs were com-
pared to those from the context-sensitive recog-
nition case. The Nuance batch recognition pro-
cess effectively simulates (for the purposes of
determining speech recognition performance) the
performance of the system without the context-
sensitive recognizer. We used the same recog-
nition parameters in both cases (i.e. beam width,
pruning, etc.).

The performance of the context-sensitive recog-
nition system was evaluated in two ways: overall
percentage of utterances recognized and concept
accuracy of the recognized utterances (see section
2.2).

2.1 Overall recognition performance

The percentage of utterances recognized in the
context-sensitive recognition case was 82.4%,
while it was 80.2% in the normal case. Using
a paired samples t-test this 2.2% difference be-
tween the overall utterance recognition rates in
the two samples (number of utterances recognized
per subject in the context-sensitive case compared

with the normal case) was found to be significant
(t = 2.75, df = 6, p < 0.05). The reduction in
overall recognition error rate was 11.5%.

Note that the context-sensitive system as imple-
mented here cannot actually perform more poorly
than the normal case in terms of number of rec-
ognized utterances, due to the fact that it backs-
off to the full grammar should its first recognition
attempt fail. In such cases the context-sensitive
system will be slower than the normal system, but
it is faster in the cases where the first recognition
attempt succeeds5 (since a smaller, faster LM is
used), so a further study is needed to determine
the speed/accuracy trade-offs here.

Note that the context-sensitive case can perform
more poorly in the sense of “jumping to conclu-
sions” based on a limited language model (see ex-
amples below), so we also need to determine the
accuracy of the recognized utterances in each case.
For this reason we also evaluate the concept accu-
racy of the system.

2.2 Concept accuracy

Rather than simply knowing that more utterances
are recognized using context-sensitive recogni-
tion, we wish to know whether they are recognised
correctly, and whether they lead to the correct sys-
tem actions. It might be the case that context-
sensitive recognition indeed recognises more ut-
terances, but recognises them incorrectly, possibly
harming overall system performance.

There are several important cases here:

• the user’s utterance is recognized correctly by
the context-sensitive system, but is not recog-
nized at all by the normal system (e.g. Figure
3, rows 1-4),

• the user’s utterance is recognized differently
in the normal and context-sensitive cases.
The recognition hypothesis in the context-
sensitive case is correct (or partially correct)
but incorrect for the normal case. Further-
more, the recognition hypothesis for the nor-
mal case does not give rise to the user’s in-
tended effect6 (e.g. Figure 3, rows 5-7),

5As reported above, this was 87.9 % of the recognized
utterances.

6There are cases where the normal recognizer output is
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• the user’s utterance is recognized differently
in the normal and context-sensitive cases,
and the recognized utterance in the context-
sensitive case is incorrect and does not give
rise to the user’s intended effect, whereas the
normal recognition hypothesis is correct or
partially correct, or

• both recognition hypotheses are only par-
tially correct, or

• both recognition hypotheses are completely
incorrect, or

• there are no recognition hypotheses in either
case.

An example of the first case is where
the context-sensitive system recog-
nized “fly to the tower” using the LM
[no-corrections-no-wh-answers],
but the normal system rejected the utterance. An
example of the second case is where the dialogue
system has asked “Shall I fly to the building
now or later?” (and so is subsequently using
the LM [alt-answer] for recognition) and
the user replies with “now” – which is correctly
recognized using the context-sensitive system, but
is recognized as “no” using the normal system,
which would lead to an unintended action. An
example of the third case is where the user said
“forget about the house” and this was incorrectly
recognised as “to the pond” by the context-
sensitive system (using the LM[wh-answer]),
but was correctly recognised using the full LM
under batch recognition.

We used the concept accuracy measure of Boros
et al., (1996) to compare the performance of the
context-sensitive system with the normal system,
in respect of each system’s ability to correctly
recognize user utterances. Concept accuracy is
closely correlated with word accuracy, but allows
that some word errors do not have a semantic ef-
fect (see Chotimongkol and Rudnicky (2001) for
examples). Concept accuracy for each utterance is
given by the following formula:

not absolutely correct in terms of word errors, but still leads
to the user’s intended effect (e.g. recognizing “yep” when the
user said “yes” leads to the same action in this domain). Such
word errors do not count against concept accuracy.

CA = 100
(

1− SUs + SUi + SUd

SU

)
%

–where SU is the total number of semantic units
in the reference answer (i.e. the logical form of the
utterance were it recognised correctly), andSUs,
SUi, andSUd are the number of semantic units
that must be substituted, inserted, or deleted re-
spectively, to correct the actual parser output for
the recognised utterance.

Examples of cases where the normal system (in
the first column) suffers a concept error that the the
context-sensitive system (second column) avoids
are shown in Figure 3.

The average concept accuracy in the context-
sensitive recognition case was 68.9%, while it was
64.1% in the normal case. Using a paired samples
t-test this 4.8% difference in concept accuracy be-
tween the two samples was found to be significant
(t = 2.58, df = 6, p < 0.05). The reduction in
concept error rate was 13.4%.

2.3 Related work

SRI’s CommandTalk system (Stent et al., 1999)
used a related technique which:

“used a main grammar (for full sen-
tences), and a second grammar that had
full sentences plus isolated NPs. If the
system asked a question that could be
answered with an isolated NP, then the
larger grammar would be activated. The
idea was that users were not forced to
answer the question, since they had the
complete sentence grammar available
too.” (John Dowding, personal commu-
nication).

Note that this technique was adopted to handle iso-
lated NPs occurring as wh-answers, because they
were not covered in the full CommandTalk gram-
mar. In the WITAS dialogue system, such isolated
NPs are legal utterances in the full grammar, so the
problem is not how to include them in the context
of a wh-question, but how to exclude them when
there is no active wh-question.
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Recognition Context-sensitive Context-sensitive Concept Acc %
with full LM recognition Language Model for full LM
< rejected> that’s it [yn-answer] 0
< rejected> andfollow a truck [no-answers] 0
< rejected> fly to the power station [no-corrections-no-answers]0
< rejected> whereare you [no-corrections-no-answers] 0
no now [alt-answer] 0
and the tower and stop [no-answers] 0
to the tower go to the tower [no-corrections-no-answers]33.3

Figure 3: Examples of Recognition Hypotheses occurring in the Evaluation Study

3 Conclusion

Speech recognition performance in ISU dialogue
systems can be improved by the use of context-
sensitive recognition, using a grammar-switching
approach based on dialogue move types. Both
overall recognition error rates and concept error
rates are significantly improved (11.5% and 13.4%
reductions respectively) using a general technique
which is less labour-intensive and easier to main-
tain than finite-state or form-based approaches,
which mix together domain-specific and dialogue-
general representations. A key idea is to de-
fine grammars and language models at the more
abstract level of dialogue move type (e.g.wh-
answer) rather than using application-specific slot-
filler types (e.g.destination-city).

Future work will explore more advanced tech-
niques for determining the correct LM to use in a
particular dialogue context – for example the use
of machine learning methods (Gabsdil and Lemon,
2004). Further investigation of such techniques is
planned in the TALK project7, see e.g. Lemon and
Henderson (2004).
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Abstract

We present a statistical approach to as-
sess relations that hold among speech
and pointing gestures in and between
turns in task-oriented dialogue. The
units quantified over are the time-stamps
of theXML -based annotation of the dig-
ital video data. It was found that, on av-
erage, gesture strokes do not exceed, but
are freely distributed over the time span
of their linguistic affiliates. Further,
the onset of the affiliate was observed
to occur earlier than gesture initiation.
Moreover, we found that gestures do
obey certain appropriateness conditions
and contribute semantic content (“ges-
tures save words”) as well. Gestures
also seem to play a functional role wrt
dialogue structure: There is evidence
that gestures can contribute to the bun-
dle of features making up a turn-taking
signal. Some statistical results support
a partitioning of the domain, which is
also reflected in certain rating difficul-
ties. However, our evaluation of the
applied annotation scheme generally re-
sulted in very good agreement.

1 Introduction

In ordinary face-to-face communication, people
make use of both speech and non-verbal gestic-
ulation. No reductive relationship holds between

these modes of communication in either direc-
tion. This assumption is in accordance with em-
pirical work, e. g. in psycholinguistics (McNeill,
1992, e. g.), as well as with philosophical consid-
erations, mainly about reference and demonstra-
tion (Wittgenstein, 1958; Peirce, 1965). Hence,
we take it as a truism that accounts of dialogue
must be extended to include a treatment of gesture.

Empirical investigations of multi-modal dia-
logue comprising gesture and speech can pursue at
least two interests: First, one wants to know how
speech and pointing gestures are related to each
other, especially whether the information from the
auditory and from the visual channel synchro-
nizes. Here the focus is on relations within indi-
vidual dialogue moves. We call this ‘intra-move
synchronization’. Secondly, a similar interest ex-
ists concerning pointing gestures and exchanges of
turns, where the question is how speech and ges-
ture of one speaker are related to the gestures and
the speech of his addressee andvice versa(‘ in-
ter-move synchronization’). Here the focus is on
relations between different dialogue moves within
one dialogue game.

The distinction betweenintra- and inter-move
synchronization reflects different research lines
that have been pursued in recent years. Psycholin-
guistics serves as an illustrative example here. One
point of reference is the body of work in gesture
studies that builds on McNeill (1992), whose main
empirical focus is on the relationships holding
among gestures and speech within utterance units.
On the other hand, much current work in dialogue
theory centers on issues that are intimately con-
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nectedwith coordination among language users,
e. g. building upon thejoint actionsframework of
Clark (1996); but see also the notion of alignment
in (Pickering and Garrod, in press).

Our investigation is based on original empirical
studies. The task we set for our subjects involved
the choice of referents from a restricted domain,
see figure 1 and figure 2. They had to negotiate
or to align reference using dialogue games of a
certain type. In order to get results showing rela-
tions obtaining between gesture and speech in dia-
logue, we applied descriptive and analytical statis-
tical methods to the time-based annotation stamps
of suitable dialogue data. Such statistical analysis
is pointless, of course, unless the employed anno-
tation scheme isn’t evaluated and confirmed to be
reliable.

Figure 1: The pointing domain (form cluster),
taken from (K̈uhnlein and Stegmann, 2003).

Accordingly, we present our study as follows:
First, we set the stage with a description of the
annotation of the empirical data (section 2). We
then report on assessing ofinter-rater agreement
on our annotation scheme (section 3). In section 4
we present the results of further empirical inves-
tigation, mainly concerned with synchrony. We
conclude the paper with a summary of our find-
ings and a discussion of those topics that might be
explored in further studies (section 5).

One last word of caveat: note, that our empiri-
cal studies are preleminary in the sense that only
some variables have been controlled. This is due
to the fact that the studies had not been conducted
with issues of precise statistical hypothesis testing
in mind. However, the results reported here are
reasonably robust and will be reproducible in more
carefully controlled experiments (see section 5).

2 Annotation of simple reference games

The analysis of our corpus of digital video
data is based on an annotation with the TASX-
ANNOTATOR software package1 (Milde and Gut,
2001) which allows for the pursuit of anXML -
based bottom up approach. Since the annotation
data are stored inXML format, the extraction of
the relevant information for purposes of statistical
analysis could be realizedvia XSLT script process-
ing straightforwardly. Details connected with the
empirical setting and principles of annotation are
laid out in (Kühnlein and Stegmann, 2003).

Figure 3 is a screenshot from a TASX an-
notation session that exemplifies the annotation
scheme applied in score format. The set of
annotation tiers includes a transcription of the
agent’s speech at word level (speech.transcription)
and a classification of the dialogue move pur-
sued (move.type). The annotation of deictic
gestures follows the framework established by
McNeill (1992). A gesture token has three phases:
wrt pointing gestures the maximally extended and
meaningful part of the gesture is calledstroke, and
graspingif an agent grasps an object. Stroke or
grasping are preceded by thepreparationphase,
that is the movement of the arm and (typically)
the index finger out of the rest position into the
stroke position. Finally, in theretraction phase
thepointer’s arm is moved back into the rest posi-
tion. We presume that pointing gestures serve one
of two semantic functions: they uniquely pick out
an object (objectpointing) or merely narrow down
the region in which the intended object lies (region
pointing). In order to clarify this distinction, in
figure 2 an occurrence of each gesture function is
shown. The extension of pointing gestures is mod-
elled with a pointing cone. Subfigure 2(b) depicts
a case of region pointing, where several objects are
located in the conic section of the pointing cone
and the table top. In addition, the extension of the
index finger does not meet the object in question.
Against this, in object pointing the object is un-
equivocally singled out, i. e. it is the only object
within the conic section, see subfigure 2(a). See-
ing the “fuzziness” of pointing gestures as antic-

1It can be obtained athttp://tasxforce.lili.
uni-bielefeld.de/ .
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(a) Object pointing (b) Region pointing

Figure 2: Pointing cones. The extension of the index finger is indicated with a line, the pointing cone is
indicated by dotted lines, and the box frames the intended object.

ipated by Quine’s (1960) thesis of the indetermi-
nacy of reference, the philosophical stance taken
here can be labelled asneo-Peirce-Wittgenstein-
Quinean (Rieser, 2004). The distinction between
object and region pointing is captured on theges-
ture.functiontier.

All tiers are specified for instructor and con-
structor, i. e. the respective tier names have aninst.
or const.prefix,cf. figure 3.

To get a better grip on the kind of data we are
concerned with, the speech portions of the sam-
ple dialogue from figure 3 were extracted and are
reproduced below.

(1) Inst: The wooden bar
[pointing to object1]

(2a) Const: Which one?
(2b) This one?

[pointing to object2]
(3a) Inst: No.
(3b) This one.

[pointing to object1]
(4) Const: This one?

[pointing to object1 and
grasping it]

(5) Inst: O.K.
We have the dialogue move of acomplex demon-
strationof Inst’s in (1) here, followed by aclari-
fication move involving a pointing of Const’s (2a,
2b). Inst produces arepair(3a),followed by a new
complex demonstrationmove (3b) to the object
she had introduced. Then we have a newcheck-

back from Const (4) coming with a pointing and
a grasping gesture as well as an acceptance move
by Inst (5). The whole game is classified as an
object identification game. The following events
from different agents’ turns overlap: (2b) and ((3a)
and (3b)); (3b) and (4).

3 Reliability of the Annotation Scheme

Annotation-based projects must decide on the ap-
propriateness of the annotation scheme. The stan-
dard way to handle this is using a bag of statistical
methods that goes under the heading ofinter-rater
agreementor inter-raterreliability. Basically, the
underlying idea is that of conducting a test on the
results of raters who have annotated the same set
of data. Different aspects of reliability (stabil-
ity, reproducibility, and accuracy) go with differ-
ent test designs (testvs retest, testvs test, and test
vs“gold standard”) and differentfoci of measured
error (intra-observer,inter-observer, and deviation
from norm) (Krippendorff, 1980). We are con-
cerned with the second aspect of reliability (repro-
ducibility, testvs test, inter-observer) here, since
we have evaluated our annotation scheme compar-
ing two raters’ codings of the same video data.

In dialogue research the most widely known
proposal concerning measures ofinter-rater agree-
ment is (Carletta, 1996) who argues in favor of the
kappastatistics.However, there are serious prob-
lems associated with its interpretation, cf. (Fe-
instein and Cicchetti, 1990) on kappa paradoxes.
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Figure3: Annotation of a more complex Dialogue Game.

The point is that in the calculation of kappa the
term representing the proportion of agreement by
chance is systematically overestimated. There-
fore, where appropriate with respect to the type
of data involved, we pursue an alternative pro-
posal based on the methodological framework of
Gwet (2001), i. e. hisAC1 statistics.The latter—
more adequately chance-corrected—coefficient is
appropriate with respect to data resulting from
a type-ii measurementon nominal-scale niveau.2

Concerning judgments on magnitude scale niveau,
which are usually classifiable as being oftype-i,
we use well-established conventional techniques,
mainly correlation analysis. All calculations were
implemented making use of the statistical pro-
gramming environmentR (R Development Core
Team, 2003)3.

Ourtype-i annotationdata on a magnitude scale
are the time-stamps for words and gestures, i. e.

2Type-ii measurementsare those, where the process lead-
ing to the measured datum is not well understood. Compara-
bly well-understood measurements go by the name oftypei.
We will overload the term to refer to respective data, where
appropriate.

3http://www.r-project.org .

the points in time when words begin or end, and
the start or end times of the gesture phases. In
the TASX-A NNOTATOR a time bar is incorporated
and synchronized with the video, so that a mark
on thespeech.transcriptiontier, say, at 201.4 sec-
onds, means that the word in question starts at sec-
ond 201.4 of the respective entire videotaped ses-
sion. Since performing a gesture is a continuous
action, the coding of gesture phases splits it into
three parts where the end time of the preceding
phase is identical with the start time of the follow-
ing one. For example, the end of the preparation
simultaneously marks the start of the stroke. The
correlation of those time-based annotations was
calculated over 108 words and 25 gesture occur-
rences using the Pearson product-moment corre-
lation coefficientr. The outcomes are given in
table 1. Despite almost perfect values of nearly
1, there is need for a closer look, since this re-
sult is influenced by the strict linearity of the un-
derlying time scale. We transformed linear mea-
surement data into nominally scaled data because
of the category of stroke insertion, which is de-
rived from allocating the stroke element’s time in-
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preparation stroke retraction word boundaries
start start end end start end

r 0.9999999 0.9999999 0.9999998 0.9999976 0.9999999 0.9999999

Table 1: Results for the correlation of gesture and word boundaries.

terval relative to the part of speech portions. This
means, basically, a projection from temporally ex-
tended entities onto a sequence of symbols on, say,
a modality-neutral representation at roughly word
level, which could be fed into a parser. Essentially,
we abstract away from exact timing—only the rel-
ative order remains, cf. example sentences 1 and 2
below, where↘ symbolizes gestural stroke.

(1) ↘ the wooden bar (2) the↘ wooden bar

Resulting in nominally scaled data, the agree-
ment regarding stroke insertion could be calcu-
lated using AC1, leaving us with a value of
“merely” 0.73, which still can be regarded as good
agreement. However, this result reveals that minor
deviations in determining the boundaries of parts
of speech and gesture phases can make a differ-
ence for the exact placement of the stroke.

One main concern was to assess whether the
distinction between object pointing and region
pointing is a concept reproducible by different
raters. Being a nominal response category result-
ing from atype-ii measurement,the degree of cor-
relation in classifying gesture functions was cal-
culated using AC1. With a value of 0.4842 that is
based on the judgment of 56 gesture occurrences,
the agreement has to be classified as being fair at
best. This shows that there are different habits in
judging gestures as being related to object or re-
gion, which, in turn, indicates that either a clear-
cut empirical category is lacking, or that the two-
dimensional video data are not good enough to ad-
mit of this categorization.

Nevertheless, there was close agreement among
raters concerning certain regions of the pointing
domain. The domain of the reference games can
be partitioned into three regions, according to the
distance measured from the instructor, cf. fig-
ure 1. The two leftmost columns form the prox-
imal region, the two rightmost columns the dis-
tal region, and the remaining four columns are

called the mid-range region. Observe now that
there is nearly perfect correlation with respect to
the categorization of pointing to objects located
in the proximal or distal regions. Dissent arises
wrt pointing into the mid-range area. This shows
that reliability of assignment of gesture functions
is conditioned by the relative position of the ob-
jects that are referred to by the instructor.

Being interested in the dialogue structure of
reference games, we also checked the reliability
of our dialogue move annotation scheme. This
was carried out computing the AC1 separately
for instructor and constructor moves. The highly
schematic instructor moves form a recurrent pat-
tern that could be judged fairly consistently in the
annotations of both observers (N = 92, AC1 =
0.9). Agreement diminished when concerned
with the more variable constructor moves (N =
65, AC1 = 0.795).

4 Empirical findings

Gestures contribute to the content of communica-
tive acts rather than being mere emphasis mark-
ers. This hypothesis can be substantiated by find-
ings related to the semantic, the pragmatic, and
the discourse level. On the semantic level, ges-
tures contribute content that otherwise would have
to be cast into clumsy verbal descriptions, thus
making communicative acts more efficient. We
found strong evidence for this in comparing the
number of words used in referential NPs with-
out pointing gesture occurrences (hereafter DDs,
for definite descriptions) with NPs that come with
pointing gestures (CDs, short forcomplex descrip-
tions). A t-test was carried out on the number of
words used in 65 CDsvsthat in 74 DDs, resulting
in a (highly) significant difference (t = 6.22, p =
5.696 · 10−9, α = 0.05), cf. figure 4. This re-
sult can be couched into the slogan “Gestures save
words!”.

A related hypothesis was that the time the con-
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Figure4: Boxplot displaying the number of words
in CDs and in DDs.

structor needs to interpret the instructor’s refer-
ence (reaction time) will be less after a CD than
after a DD. The pointing gesture can be seen as
guiding the constructor’s eye towards the intended
object—or at least towards a narrow region where
the object is located—and thus as shortening the
constructor’s search effort. To assess this point, we
calculated 48 (39 CDs and 9 DDs) differences be-
tween the start time of the constructor’s move and
the end time of the instructor’s preceding referring
act. A subsequentt-test did not result in a signifi-
cant difference (t = −1.4, p = 0.166, α = 0.05),
but there seems to be a tendency for shorter reac-
tion times after CDs, cf. figure 5.

What might have prevented a significant out-
come was the fact that some objects are unique
and therefore more salient, e. g. there is only one
yellow cube (as opposed to several yellow bolts),
so that the constructor could quickly spot such ob-
jects when directed with appropriate DDs only. In
addition, the constructor may have used the in-
structor’s gaze as a guiding device.

Moving from semantic to pragmatic issues, we
also tried to find out whether there are contextual
conditions constraining the use of gestures. This
was defined in terms of frequencies of DDsvsCDs
utilized to refer to objects in different columns of
the pointing domain—that is, basically, wrt their
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Figure 5: Boxplot for Const’s reaction times (in
seconds) following Inst’s CDs and DDs.

distance as seen from the instructor. What is at
stake here is whether the asymmetry that seems
to be revealed in the bare data—comparethe plot
depiction in figure 6—could be statistically vali-
dated; with DD’s frequency peaks in theperiph-
ery (thatare columns 1 plus 2 and 7 plus 8, or in
terms introduced earlier, the union of the proximal
and the distal region) and CD’s frequency peaks
in thecenter(themid-range region, columns 3 to
6), there should be a bias to demonstrate objects in
the middle of the domain using pointing gestures,
whereas objects located in peripheral areas should
be referred to only verbally.

There are two questions that have to be distin-
guished: First, is there a difference in the pro-
portions of CDsvs DDs wrt the peripheral, resp.
the center, region? Secondly, is there a differ-
ence in the proportions of CDs, resp. DDs, wrt
the regions? To assess the second point the fre-
quencies of peripheral and center CDs were com-
pared using aχ2-test, resulting in a significant
outcome (Nperipheral = 24, Ncenter = 41, χ2 =
7.8769, p = 0.005, α = 0.05). The compari-
son of the frequencies of DDs modelled through
periphery and center yields an analogous result
(Nperipheral= 46, Ncenter = 28, χ2 = 8.7568, p =
0.003, α = 0.05). As regards the first issue, com-
paring the proportions of CDsvs that of DDs to
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refer into the peripheral (and likewise the center
area), we get significant outcomes, too (for periph-
ery: NCD = 24, NDD = 46, χ2 = 13.8286, p =
0.0002, α = 0.05; for center:NCD = 41, NDD =
28, χ2 = 4.8986, p = 0.027, α = 0.05). Thus, the
relative distance of the object in question to the in-
structor is a contextual factor for the choice of the
mode of reference to that object. It is noteworthy
that the partition of the reference domain imposed
by the ratings of gesture function coincides with
that of capturing the CD/DD-asymmetry.
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Figure6: Plot for the modes of reference modelled
by the eight columns of the reference domain; the
bars depict the frequency distribution of CDs over
the columns, the dashed line that of DDs.

At the beginning of this paper, a distinction was
made betweenintra- andinter-move synchroniza-
tion at the dialogue level. As regardsintra-move
synchronization we accounted for the temporal re-
lations holding between gesture phases and es-
corting utterances. Above all, we focused on
two synchronization effects, namelyanticipation
andsemanticsynchrony(McNeill, 1992, pp. 25-
26, p. 131). The semantic synchrony rule states
that gesture and speech present one and the same
meaning at the same time (McNeill’s “idea unit”).
Anticipation refers to the temporal location of
the preparation phase in relation to the onset of
the stroke’s co-expressive portion of the utterance.
This rule states that the preparation phase precedes
the linguistic affiliate of the stroke. Table 2 sum-

marizes the descriptive statistics (N = 25).4 Note,
that we take the verbal affiliate to be the complete
denoting linguistic expression, i. e. a possibly
complex noun phrase. Row P gives the values for
the start of the preparation phase relative to the on-
set of the first word of the noun phrase.Contrary to
McNeill (1992, p. 25, 131), we found that the ut-
terance usually starts a little before the initiation of
the gesture (compare the positive mean value in ta-
ble 2). This seems to contradict anticipation, given
the way we operationalised McNeill’s concept of
the verbal affiliate or the idea unit. Similarly (com-

Min. Mean Max. Std. Deviation

P −0.8 0.3104 4.68 1.0692
R −0.86 0.564 3.38 0.89
S −0.02 1.033 5.54 1.128

Table 2: Intra-move synchronization of prepara-
tion (P), retraction (R), and stroke (S).

pare the mean value in row R), the stroke ends (or
the retraction starts) normally around 0.5 seconds
before the end of the affiliate. Together with an av-
erage beginning of the stroke around 1 second af-
ter the onset of the utterance (mean for row S) this
shows, that the prototypical stroke does not cross
utterance boundaries. This is as to be expected
in the light of McNeill’s semantic synchrony rule.
Note, however, that some extreme tokens (com-
pare respective min. and max. values in table 2)
were observed that seem to contradict the McNeill
regularities, cf. (K̈uhnlein and Stegmann, 2003).

Concerning inter-move synchronization one
point of interest was the alignment of the end of
Inst’s preparation phase with Const’s retraction
phase. The resulting values, given in table 3, show

Min. Mean Max. Std. Deviation

−2.06 0.29 3.46 1.27

Table 3: Inter-move synchronization of Const’s
retraction and Inst’s preparation.

that there is gap of around 0.3 seconds at aver-

4The different rows were calculated as follows: (P)
preparationstart− speechstart, (R) speechend− retractionstart, and
(S) strokestart− speechstart.
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age. But the comparatively large values for the
range (the span between the maximum and mini-
mum values observed) and the standard deviation
suggest that simply averaging the results camou-
flages a great deal of dispersion. A look at the
dialogue video data reveals roughly two different
sources for the resulting large and small values. If
the object referred to lies within Const’s reach, his
initiation overlaps with Inst’s retraction, indicat-
ing that the retraction phase contributes to a turn-
taking signal. If the object referred to lies at the
opposite side of the table Const first has to move
around the table which delays initiation of her ges-
ture.

5 Prospectus

As pointed out in the course of this paper, there
are some rough edges in the employed annota-
tion scheme as well as findings that can’t be ac-
counted for properly as yet. Accordingly, the top
of our agenda includes experiments suitably de-
signed to determine (or at least approximate suf-
ficiently) the topology of the pointing cone. Such
findings, we hope, will improve the classification
of gesture functions and shed some light on the
role the partitioning of the domain plays in the
manner of how reference is established.To stream-
line our coding of move types we will hook up to
some already established annotation scheme. At
the time being, the one that seems to be most ap-
propriate for our kind of data is the HCRC cod-
ing scheme (Carletta et al., 1996), which has to be
augmented to capture pointing gestures. A third
topic that could be fruitfully invistigated concerns
the interaction of speech, gesture and gaze, which
opens the door to trulymulti-modal dialogue. As
remarked above, the constructors in our settings
might have used instructors’ eye movement as an
information source to find out the location of the
object in question. As regardsintra-move syn-
chronization, we found a variety of temporal rela-
tionships that exceeds by far what was to be ex-
pected in the light of the current literature. In
addition, we found surprising variability with re-
spect tointer-move synchronization. Especially
the frameworks aiming at a phenomenological ac-
count of gestures (mainly based oniconics) do
not capture the structural flexibility of deictic ges-

tures. A more promising direction to approach
pointing and grasping in dialogues should perhaps
be based on rigid semantics and underspecification
approaches, cf. (Rieser, 2004).
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”Oh what a tangled web we weave when first we
practice to deceive” – Scott1

Abstract

From the earliest years of speech act theory,
sincerity, or the absence of it, has been one
of the defining aspects of speech acts and
their uses. It remains prominent today, but
models of communication often give it lit-
tle function. How could a model of dialogue
be designed so that the sincerity of speech
acts could be defined and examined? How
could natural language understanding and
generation programs recognize or use insin-
cerity? Is sincerity part of a collection of
speech phenomena that could share imple-
mentation methods? The issues are complex,
but approachable.

What are appropriate recognition criteria for
sincerity? Are the sincerity-conditions de-
scribed by Austin or Searle adequate guides
to recognition of insincerity? No.

Other ways of using assertions have a formal
resemblance to insincere assertions. Several
of these ways involve statements by a speaker
who does not believe those statements. Not
all of these ways involve deception. Exami-
nation of a collection of similar ways to use
language leads to a much more accurate, pos-
sibly adequate, guide to recognizing the ab-
sence of sincerity.

This paper examines relationships between
(in)sincerity and other language phenom-
ena. Focusing on irony, exaggeration and
understatement, it also identifies several oth-
ers that share characteristics with sincerity,
and thus might benefit from joint work on
definitions, formalization and computational
model building.

1Walter Scott’s Marmion Canto 6,Stanza 17

Overview

Imagine a future computer system that has a strong
capacity to understand, and perhaps participate in,
many different kinds of natural language interaction.
We would expect that part of the understanding pro-
cess would focus on speech acts and rely on speech
act interpretation processes. To do this, a theoretical
basis would be needed, including all of the common
aspects of each distinct kind of speech act. In ad-
dition to act identification and propositional content
identification, the system would have to judge whether
the act was sincere. This judgment is necessary be-
cause the consequences, the grounded understandings
from particular speech acts are very different for acts
judged to be insincere than for sincere acts.
Speech acts are defined in a way that includes a
sincerity-condition. An act is judged insincere or
sincere according to its conformity to its sincerity-
condition. Correct formulation of sincerity-conditions
is essential to sincerity recognition.
This paper examines sincerity-conditions as they are
identified or defined in foundational work of Austin
and Searle, and finds those formulations inadequate.
The inadequacy has to do with improperly labeling
some sincere ways of using language as insincere.
Finding those definitions inadequate, the paper makes
a number of observations that appear to provide a
basis for creating more adequate fresh definitions.

Background of Sincerity in Pragmatics

To some, sincerity might seem to be just a topic in
psychology or sociology, but it has a long history in
linguistics as well. Since the inception of speech act
theory in Ordinary Language Philosophy (see (Austin,
1975)), the sincerity aspect of speech acts has been
recognized. Searle reformulated Austin’s conceptual
scheme, again making sincerity one of the prominent
concepts (Searle, 1969). The continuing development
and use of speech act theory is a major theme of lin-
guistic pragmatics, and the topic is still being devel-
oped in philosophy as well. For example, in Habermas’
Theory of Communicative Action (Habermas, 1984),
it is one of the three aspects of validity of speech acts.
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Speech Act Type Sincerity-Condition
Request S wants H to do A
Assert, state (that), affirm S believes P
(ask a) Question S wants this information
Thank (for) S feels grateful or appreciative for A
Advise S believes A will benefit H
Warn S believes E is not in H’s best interest
Greet (on encounter) none
Congratulate S is pleased at E

Figure 1: Eight Speech Acts and Sincerity-conditions by Searle

More than with any other variety of speech act, people
think about sincerity associated with assertions. The
range of potentially insincere acts is much broader
than just assertions, certainly including commissive
acts (promises), and congratulations. Requests, ques-
tions, acknowledgments and various other acts also
raise sincerity issues.
Austin said that for certain acts (including assertional
acts) to be performed sincerely, the speaker must have
”the right thoughts and feelings.” Searle said that for
certain insincere speech acts the speaker ”purports to
have (beliefs, intentions...) that he does not have.”
Both of these statements presume that speech acts are
based on certain mental states of the speaker, and if a
particular utterance is to be sincere, it will correspond
to the speaker’s mental state in a certain way.2

Part of the interest in sincerity surely comes from its
involvement with deceptions (a larger category) and
with lying. Another part surely arises from an episodic
effort in philosophy to relate language to certitude.
Austin and Searle’s defining characteristics for sincer-
ity seem to be appropriate, but closer examination
indicates that there are systematic exceptions.
According to Austin and Searle, for a statement by
S, ”Today is Tuesday,” to be made sincerely, S must
have a certain thoughts. In this case, S must believe
that the day of saying the statement is Tuesday. The
sincerity-condition of an assertional speech act such
as this requires that the speaker believes the asserted
proposition. So one of the effects of performance of the
act is to communicate that the speaker believes the as-
serted proposition. Similarly, the sincerity-condition
for commissive acts is for the speaker to intend to do
what has been promised.
To bring more of the range of sincerity-conditions into
view, the table in figure 1 is an extract from (Searle,
1969), p. 66-67, a table by Searle in which he defines
8 types of speech acts, with their sincerity-conditions.
Clearly this is only an open, representative list. Based

2It is not always the speaker whose mental state is at
issue. Rather, using existing participant framework no-
tions, especially of Levinson (Levinson, 1988) and McCaw-
ley (McCawley, 1989), we can often identify another par-
ticipant in the act whose mental state is the one actually
at issue. Space limitations prevent discussing this further
here.

on the same book, we could add this:

Promise S intends to do A

All but one of these can, according to Searle, be per-
formed insincerely. All of the sincerity-conditions are
different, but to a degree they share predicates: be-
lieves, wants, feels grateful or appreciative, is pleased,
intends to do.
So, to recognize (in)sincerity in an interaction or writ-
ten text, they present eight closely related tasks, each
of which involves an assessment of the mental state of
S. Below we focus on asserting.

Belief and Deception

Beside insincerity, there are other ways of using lan-
guage that also involve the speaker making statements
without any associated belief that those statements
are true in the speaker’s world of daily life. We will
examine three other ways of using language that to-
gether challenge the adequacy of Searle’s sincerity-
condition for assertions. The three are irony, exagger-
ation and understatement. We call them ploys. Along
with a possibly deceptive assertion, here is an example
of each:

1) ”I will send you the money after I get my first
paycheck.” - possibly deceptive assertion

2) ”All of Bill Gates’ influence is due to his good
looks.” – irony

3) ”Every time the Beatles had a concert, ten million
fans showed up.” – exaggeration

4) ”The Beatles had a few fans.” - understatement

Using irony, as in example 2), involves saying some-
thing which is completely opposite to the intended
meaning. The speaker expects that hearers will
quickly recognize that the statement is not believed
by the speaker. No deception is involved.
Use of irony violates Austin and Searle’s sincerity-
conditions on speech acts. Those conditions label
ironic speech as insincere. Yet ironic language is usu-
ally understood for what it is. It is not insincere.
Rather it draws a certain kind of attention to what is
meant, and it requires the hearer to construct what is
meant.
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One of the important conclusions that can be drawn
from comparing irony to insincerity is this:

The traditional defining conditions for
insincerity are inadequate

as recognition criteria for insincerity.

Recognition of insincerity cannot depend only on judg-
ing speaker’s belief.
Consider exaggeration, as in 3). It is not credible that
the speaker believes an exaggeration. Exaggeration
is another ploy for manipulating the attention of the
hearer, in this case to the scale on which the asser-
tion depends. So it is like using a superlative such as
”huge,” but often with more marked effect.
Like ironies, exaggerations would be labeled as insin-
cere by Searle’s sincerity-condition. Yet they are not
understood as insincere. The ploy is such that the
hearer is not led to believe that the speaker believes
an absurd statement. There is no deception and no
appearance of insincerity. So again in this case, recog-
nition of insincerity cannot depend only on judging
speaker’s belief.
Now consider understatement, as in 4). The effects
of exaggeration and understatement are very similar.
Both draw attention to the scale on which a degree-
related assertion has its force. Unlike exaggerations,
for understatements generally the speaker does believe
the understatement, and more.3 Again, there is no
deception and no appearance of insincerity. These two
ploys are quite similar, but their belief conditions are
opposites.
Each of these ploys succeeds only if the hearer can de-
termine, easily and with confidence, that the speaker
believes the opposite (for irony), or significantly more
(for understatement), or less (for exaggeration), than
what is said. Ease of recognition (of the incompat-
ible character of the assertion) is essential. None of
them involves the speaker hiding his or her beliefs.
When what is said is compared with speaker’s belief,
the ploys differ, but they all in similar ways draw at-
tention to what the speaker is saying.
These examples together suggest
that for sincerity and insincerity,
attempted deception is a vital unstated element of the
sincerity-condition of assertions, thus part of constitu-
ting the speech act. Similar arguments are expected
to apply to commissives (promises) and perhaps to
other speech acts as well.

Illocutionary Force

The same point about the inadequacy of the classi-
cal definitions of sincerity can be made by considering
illocutionary force. Reconsider examples 1) through
4) above. The illocutionary force commonly assigned
to assertion 1) agrees with the statement itself. The

3This can depend on details of the assertion. Consider
”The Beatles had only 100 fans.” It could be an under-
statement which the speaker does not believe.

illocutionary force commonly assigned to 2) through
4) is an altered force, representing the speaker’s obvi-
ous intent. It is opposite to what was said for 2) less
than what was said for 3) and more than what was
said for 4). In that sense they behave like kinds of
indirect speech acts, and it would probably be useful
to classify them as such.
In all four examples, what is said is obviously not com-
patible with the speaker’s thought. The list of possi-
ble bases for incompatibility is open and quite diverse.
It may be logical, emotional, motivational, a cultural
taboo or a host of others.
In 1) that incompatible character is not obvious; in
the other three, it is. This again suggests that Austin,
Searle and successors had in mind images of deception
when they were describing insincerity. The major role
given to sincerity by Habermas (Habermas, 1984) also
seems implicitly to have this character.
For the future, it might be best to make this aspect
explicit, and continue to work with sincerity of speech
acts as involving attempted deception.

Other Communicative Techniques with a
Family Resemblance to Insincerity

One of the aims of this paper is to facilitate work on
sincerity. This includes work in Ordinary Language
Philosophy, in formalization of phenomena for models
of language function, and development of computer-
based models and agents capable of using human lan-
guages.
If the prevailing definitions are inadequate, as we
claim above, then redefinition and reconception are
called for. That rework is not here. When that work
is done, the work might benefit from having a broad
view of the interaction of language use and speakers’
beliefs. In that hope, we now examine a loose collec-
tion of such uses of language.
In addition to attempted deception, irony, exaggera-
tion and understatement, we now consider assertions
that arise in pretending, play acting, written fiction,
quotation, teasing, mistaken speech, forced speech,
”confidence games,”4 impersonation, deliberate mis-
understanding, covert deliberate obscurity, legal rep-
resentation of a client, overconfidence, politeness, out-
ward respectful manner, and feigned ignorance. Each
of these has a literature and most have some theo-
retical development. Many of them do not involve
deception.
Figure 2 presents this arbitrarily chosen list, together
with an indication of whether deception is commonly
involved, and also the manner in which the speaker
departs from believing the statement. The right hand
column, labeled ”Requires Assessing PM?” is about
whether judging the sincerity of the item requires
some estimation of the thoughts of the speaker (pri-
vate memory, PM).
People regularly participate in these language uses, or

4One of these was the subject of the movie The Sting.
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Language Use (ploy) Dimension of Speaker’s not Believing Typically Deceptive? Requires As-
sessing PM?

Irony opposite belief No Yes
exaggeration degree scale No Some cases
understatement degree scale No Some cases
pretending imagined world No No
play acting imagined world No No
written fiction imagined world No No
quotation representing another speaker No No
mistaken speech speaker commitment No No
legal representation of a client role fulfillment toward a set of beliefs No No
forced speech speaker commitment not by speaker No
”confidence games” intended deception Yes Yes
impersonation identity of speaker Yes Yes
covert deliberate obscurity intention to communicate Yes Yes
politeness apparent beliefs from convention No No
overconfidence degree of confidence Yes Yes

Figure 2: Uses of Language in which the Speaker does not Believe What is Said

read about them, mostly with no extreme difficulty
in deciding what is going on. (Of course, where de-
ception is intended, we may be deceived.) In formal
and computational models of natural language, there
is not yet much to say.5

Certainly, for understanding ordinary natural lan-
guage communication, the traditional characteriza-
tions of sincerity of speech acts must be supplemented.
The table above may help in considering how more ef-
fective definitions might be constructed.
Use of sincerity and insincerity form the basis for some
of the more complex phenomena. Because sincerity
is at the base of some, modeling of sincerity can be
expected to facilitate modeling more complex varieties
of language.

Statements, beliefs and networks of beliefs

As all of us know by experience, effective lying does
not proceed only on a statement by statement ba-
sis. We must present a view of ourselves that ap-
pears to be appropriately consistent, motivated and
based on our immediate factual world. It requires
a system of beliefs, commitments, intentions, inter-
pretations of events and more. We call this a self-
presentation (SP). In the literature of sincerity that is
not oriented to speech acts, the focus is often on per-
sonality and habitual aspects of personal life. Often
particular acts are taken as sincere because they come
from people who have been judged trustworthy. For an
interesting philosophical discussion of these aspects,
see (Williams, 2002). The idea of a self-presentation
(SP) is not about these aspects of sincerity.
Approaching sincerity from an interest in speech acts,
we are in effect committed to enabling accounts of sin-
gle acts, generally performed one at a time. Yet com-
munication does not proceed as a set of independent

5The commonalities between these ploys may justify
exploring sharing parts in formalizations and implementa-
tions. Also, irony shares features with metaphor, so the
possibilities of sharing are extended. See (Ortony, 1979)
p. 108-111

acts. Acts are linked to context, and to other acts by
other interacts or self. When a statement is received,
if its sincerity is to be examined, no variety of knowl-
edge is excluded. Various kinds of knowledge about
the speaker, the subject matter, the occasion and the
reasons for speaking contribute to judging sincerity, as
well as to a number of other processes that apply to
each statement. For example, ambiguity resolution,
based on the plausibility of various readings, interacts
with sincerity.
All such processes require a holistic use of available
knowledge, interrelated knowledge that forms a net-
work supporting interpretation. This means that
judging sincerity, as part of overall language interpre-
tation in communication, requires comparisons using
a diversity of kinds of knowledge and techniques.
In ordinary interaction, when a speech act is per-
formed and its sincerity is at issue, there is a prior his-
tory of knowledge of the speaker’s thoughts, immedi-
ate purposes, cultural assumptions and more. There is
a prior context of the interaction as well, so that there
are already commitments in place, intentions being
pursued and ideas under discussion. There is always
to some degree a stable reconciliation of the parts, so
that a new communication is judged for compatibility
with a somewhat consistent network. A speech act
is judged for sincerity relative to this larger body of
knowledge. The SP is constituted of these sorts of
knowledge, and when a speech act occurs, it becomes
part of the self-presentation of the speaker.
Given this interrelated character of assertions in prac-
tical use, it is important to choose a representation of
speech act effects that allows multiple collections of
related information, networks that are similar in con-
tent but with differences, each network having its own
kind of consistency.
In order to meet these requirements, we propose a
memory organization for the information which must
be examined to judge the sincerity of speech acts
that can be sincere, and to make it possible for a
speaker to be insincere. A hearer’s memory, for ex-
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ample, has four partitions. Two of them represent the
private thoughts (PMH) and public self-presentation
(SPH) of the hearer. The other two represent the pri-
vate thoughts (PMS/H) and public self-presentation
(SPS/H) of the speaker, in the hearer’s view. Each
participant’s active memory is organized to reflect the
possibility that what a speaker presents is not always
consistent with what he or she thinks.
For all four of the modes of speaking above, decep-
tion, irony, exaggeration and understatement, what is
said must be compared with beliefs attributed to the
speaker.

Conclusions

Sincerity has been an important aspect of speech act
theory ever since Austin and Searle introduced the
theory. It was foundational; for certain speech acts
to be performed sincerely, the speaker had to have
certain thoughts: e.g. the speaker must believe what
is asserted. Sincerity is part of the definitions of such
acts.
However, if we explore recognition of insincerity, the
definition is too imprecise to use.
There are sincere acts that are labeled insincere by the
classic view. The classic definitions do not correspond
to sincerity as we know it. When we compare decep-
tion, irony, exaggeration and understatement, we find
that insincerity is involved with attempting to deceive
rather than simply holding certain thoughts.
In order to recognize sincerity (or any of the other
three ways of speaking), comparisons between net-
works of beliefs are required. They all, along with
similar ways to use language, might be facilitated by
using the four-partition model of active memory de-
scribed above, the elaboration of which will be subject
to further research.
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Abstract

This paper describes the CLARIE
system, a prototype information-state-
based text dialogue system designed to
deal with many types of clarification re-
quests (CRs) by using a highly contextu-
alised semantic representation together
with a suitable grounding process. This
allows it to interpret and respond to user
CRs, and generate its own CRs in order
to clarify unknown reference and learn
new words, with both integrated within
the standard dialogue update processes.

1 Introduction

CLARIE is a prototype information-state (IS)-
based dialogue system designed to generate, in-
terpret and respond to many types of clarifica-
tion requests (CRs), allowing it to clarify problem-
atic features of utterances – including unknown or
surprising reference and meaning – and allowing
users to do the same. This is achieved via a view
of utterances as contextual abstracts requiring a
grounding process to fully specify their content; a
highly contextualised semantic representation in-
cluding a view of ellipsis as abstraction; and a sim-
ple set of pragmatic contextual operations imple-
mented as IS update rules. The system itself is
implemented using the TrindiKit (Larsson et al.,
2002), building upon the GoDiS dialogue system
(Larsson et al., 2000) and SHARDS ellipsis recon-
struction system (Ginzburg et al., 2001). Being a
prototype, it is currently text-based and has only

a small narrow-coverage grammar and a toy do-
main. This paper will concentrate on the novel se-
mantic representation and the grounding process
which enable its clarificational capabilities.

Motivation CRs (questions about a previous
(sub-)utterance’s meaning or form) are common
in dialogue (3-4% of human-human dialogue turns
according to a corpus study (Purver et al., 2003))
but are often not paid a great deal of theoretical
or implementational attention. Dialogue systems
generally have the capability of indicating inabil-
ity to recognize or understand an entire user turn
(or inability to do so to a reasonable degree of
confidence), and will usually be able to produce
outputs like “I did not understand what you said.
Please rephrase” or “You want to go to Paris, is
that right?” (from IBiS, (Larsson, 2002)). How-
ever, they are not usually able to clarify problems
in a finer-grained way (e.g. at the word or phrase
level, as argued for by (Gabsdil, 2003)), nor to un-
derstand and respond to CRs generated by the user.
While recent advances have led to some systems
that can highlight problematic words (Hockey et
al., 2002), or ask about NP reference (Traum,
2003), these are so far restricted to particular phe-
nomena, and tend to treat CRs and clarificational
dialogue as governed by different rules from stan-
dard questions and standard dialogue.1 As the fol-
lowing imagined example (Stone, 2003) shows,

1Hockey et al. (2002) use a separate module to highlight
a problematic word and suggest reformulation; Traum (2003)
sees CRs and their answers as pairs of dedicated dialogue
moves request-repair and repair, and restricts them to wh-
or alternative-questions about NP reference.
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clarification need not be restricted to NPs, may
involve extended sequences, and will ideally be
seamlessly integrated within the dialogue.

(1)

Q: What do I do next?
A: Slide the sleeve onto the elbow.
Q: What do you mean sleeve?
A: That tube around the pipe at the joint.
Q: What do you mean slide?
A: Just push the sleeve gently over along

the pipe.
Q: What do you mean onto?
A: The sleeve can hang there safely out of

the way while you complete the repair.

Background While there has been extensive re-
search into the possible levels of information
which CRs can query, e.g. (Larsson, 2002; Gabs-
dil, 2003; Schlangen, 2004) but going back at least
to (Clark, 1996), there has been little which ex-
amines the precise relation between their surface
form and the question they ask.2 A suitable anal-
ysis of CRs must provide two things: it must give
a representation to normal utterances that explains
how and why they can cause CRs; and it must al-
low CRs themselves (including their often ellipti-
cal forms) to be given a suitable representation.

Ginzburg and Cooper (2004) (hereafter G&C)
provide a HPSG analysis of CRs that promises
both. Utterances are represented as encoding
meaning rather than content: functions from con-
text to fully specified content. Contextually de-
pendent parameters such as the reference of proper
names (as well as speaker, hearer and utterance
time) are abstracted to a set expressed in HPSG
terms as a C-PARAMS feature, but shown here as
the abstracted set in a simultaneous λ-abstract.3

An utterance “I want to go to Paris” would be
given a representation such as (3), or simplify-
ing by removing the parameters for speaker and

2Although see (Rodrı́guez and Schlangen, 2004) in this
volume.

3More specifically, they are interpreted as simultaneous
abstracts with restriction as shown in (2): {ABS} is the set
of abstracted indices, [RESTR] a set of restrictions which
must be satisfied during application, and BODY the body of
the abstract (in this case, the semantic content). For further
formal details, see (Ginzburg and Sag, 2000).

(2) λ
{

ABS
}

[RESTR].BODY

addressee as will be done hereafter, as in exam-
ple (4):4

(3) λ
{

a, b, x
}

[speaker(a), addressee(b),

name(x, Paris)].assert(a, b, go to(a, x))

(4) λ
{

x
}

[name(x, Paris)].assert(a, b, go to(a, x))

This abstract must then be grounded – the
abstract applied to the context – in order to
fully instantiate the content by finding a suit-
able referent x which satisfies the given restric-
tion name(x, Paris). If this cannot be done (the
hearer may not know what/where Paris is, or per-
haps instantiating x to Paris leads to this new as-
sertion being inconsistent with previous beliefs),
the utterance cannot be grounded and this can lead
to a CR concerning the intended reference of the
problematic parameter [x : name(x, Paris)].

This CR may take many forms, one of the most
common being an elliptical reprise fragment, an
echo “Paris?” (although others are also possi-
ble including reprise sluices “Where?” and full
reprise sentences “You want to go to Paris?”
or “You want to go where?”). G&C analyse
such reprises using a question-under-discussion
(QUD)-based approach to ellipsis (Ginzburg et al.,
2001): briefly, reprises and other elliptical frag-
ments are given a content which depends on the
maximal QUD and a salient utterance, encoded as
MAX-QUD and SAL-UTT features which are taken
to be provided by context. In the case of standard
non-reprise fragments (such as a bare answer to a
wh-question), values for these contextual features
will be provided by standard dialogue mechanisms
triggered by the prior asking of the question. In the
case of CRs, failure of grounding for a particular
parameter licenses one of a set of coercion oper-
ations which produce a context in which the val-
ues of MAX-QUD and SAL-UTT allow the fragment
to be resolved as a question concerning the con-
stituent associated with the problematic parameter.

They give two specific such operations, termed
parameter focussing and parameter identification,
which lead to different contexts and thus eventu-
ally lead to different reprise readings. The first

4The representation of examples (3) and (4) is simplified
for clarity; in particular the use of a go to predicate ignores
details of the representation of verbs and modification.
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will be used in cases where grounding produces a
surprising or inconsistent content: the new context
makes the question “For which X did you say you
want to go to X?” under discussion, resulting in an
elliptical CR “Paris?” being resolved as asking
the yes/no question “Is it really Paris you are say-
ing you want to go to?”, what they call the clausal
reading. The second will be used in cases where
no referent for Paris can be found: it produces
a context where the QUD, and the resolved con-
tent of the CR, is the wh-question “What do you
intend the word ‘Paris’ to refer to?”, what they
call the constituent reading. In this second case,
the elliptical fragment must be given an utterance-
anaphoric analysis, allowing it to refer to the pre-
vious utterance Paris and ask a question about its
intended content.

2 Utterance Representation

The analysis of G&C applies (explicitly at least)
only to proper names. The general approach has
now been extended to cover a wide range of word
and phrase types and a wide range of CR forms,
together with an integrated account of ellipsis and
reprises.

Contextual Abstraction Given the view of clar-
ification as querying contextual parameters, a suit-
able semantic representation must require all those
elements of an utterance with clarificational po-
tential (i.e. that can function as sources of CRs)
to be included in the abstracted set. This leads to
a highly contextualised representation. As shown
in (5) for a simple utterance “The dog snores”, the
abstracted set must include not only the referents
of proper names, but the referents of definite NPs,
and the denotations of common nouns, verbs and
even function words such as determiners, as any
of these can be subsequently clarified:

(5) λ
{

w, Q, P, S
}

.[w = Q(P ), Q = the′,

name(P, dog), name(S, snore)].
assert(a, b, S(w))

As detailed in (Purver and Ginzburg, 2003;
Purver and Ginzburg, 2004), nouns and verbs are
taken to denote named predicates,5 while deter-

5Mass nouns and bare plurals are more complex, seen
as ambiguous between predicates (or kinds) and existentially
quantified individuals.

miners denote logical relations. NPs are given a
lower-order representation, denoting sets of indi-
viduals (rather than generalised quantifiers) which
for definites must be made part of the abstracted
set, but for indefinites and other quantifiers are ex-
istentially quantified within the utterance.6 The
overall representation is built up compositionally
by a HPSG grammar; space precludes details here,
and the use of HPSG is not essential, but it is
important to note that the output of the grammar
(here, an HPSG sign) must associate each sub-
constituent with all and only the contextual pa-
rameters which it contributed, thus ensuring that
clarifying a particular word or phrase can ask only
about its contributions to the utterance.

Ellipsis & Reprises via Abstraction The treat-
ment of reprises and other elliptical fragments is
based on that of SHARDS (as assumed by G&C):
their content is specified by the grammar as be-
ing identified with features of the context, specifi-
cally the features MAX-QUD and SAL-UTT. How-
ever, these features are now also taken to be mem-
bers of the utterance’s abstracted set. A fragment
“Paris” is therefore given an abstracted represen-
tation such as that in (6): its content will be an
assertion of a proposition concerning some object
x named Paris, but first not only x but a maximal
QUD question Q and a salient utterance S must
be found in context to fully specify that proposi-
tion and the role of x in it:

(6) λ
{

x, Q, S
}

.[name(x, paris),

max qud(Q) ∧ Q = λ{. . .}.P,

sal utt(S) ∧ content(S, x)].
assert(a, b, P (. . . x . . .))

This has several advantages. Firstly, it avoids
some potential problems with the SHARDS ap-
proach (see (Schlangen, 2003)): the representa-
tion of the fragment is now a well-defined object
(a simultaneous abstract) rather than being under-
specified (with the potential problems that can lead
to when implementing within a standard gram-
mar and/or parser), and is derived entirely com-
positionally, with the non-abstracted parts derived
entirely from the constituent words and the ab-

6Quantifier scope is treated via a functional analysis, and
monotone decreasing quantifiers via a representation as pairs
of sets – see (Purver and Ginzburg, 2004) for more details.
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stracted set expressing only its contextual depen-
dence, specifying the type of context that the ab-
stract can be applied to. Secondly, resolution no
longer has to be performed by a separate module,
as with SHARDS: as all contextual dependence is
now expressed together, resolution can be part of
the grounding process, instantiating all parameters
together to obtain the fully specified content.7

All fragments show this kind of abstraction;
so do all CRs (which depend on their source
SAL-UTT utterance, and on MAX-QUD if ellip-
tical or reprise). The representation in exam-
ple (6) above is for a standard declarative frag-
ment, where the word Paris is taken as denot-
ing an object named Paris, and the overall con-
tent of the fragment is an assertion. Other ver-
sions are also possible (and required for certain
CR types): firstly equivalent interrogative frag-
ments; secondly utterance-anaphoric fragments,
where the word Paris is taken to denote a previ-
ous salient utterance ‘Paris’, as in (7):

(7) λ
{

Q, S
}

.[max qud(Q),

sal utt(S) ∧ phon(S, paris)].
ask(a, b, Q(. . . S . . .))

As (7) shows, CRs are treated as standard in-
terrogative ask moves (rather than special e.g.
request-repair moves). Their CR nature comes
only from the question asked (concerning some
feature of the source utterance). They also have
contextual parameters which must be grounded,
and CRs-of-CRs are therefore possible (and do oc-
cur in corpora – see (Purver, 2004)).

3 Utterance Processing & Grounding

The system’s ability to handle clarificational dia-
logue centres around the grounding process: ap-
plication of the abstract to the current context
(the IS), finding suitable referents for each of the
abstracted parameters (including values for the
MAX-QUD and SAL-UTT features) such that the ut-
terance then receives a fully specified content.8 It

7Note that this use of abstraction in ellipsis is not the same
as the higher-order abstraction approach of (Dalrymple et al.,
1991) for VP ellipsis, in which abstracts are formed from the
antecedent and used in resolving the ellipsis. Here, the ellip-
tical fragment is the abstract, to be applied to the context.

8The term grounding is often used in a wider sense to in-
corporate the general process of understanding and addition

is the inability to ground a particular parameter in
context (or to ground it in a way that is consistent
with what is already known in context) that gives
rise to system CRs; it is the grounding of parame-
ters in a suitable way that allows user CRs (partic-
ularly elliptical forms) to be interpreted correctly.

In CLARIE this process is implemented in as
simple a way as possible. Rather than using gen-
eral reasoning or inference, a set of logical con-
straints and preferences that govern the process are
defined as TrindiKit IS update rules. Prolog back-
tracking is then used to find an assignment for the
abstracted set such that all constraints are satisfied.
The constraints are expressed as preconditions on
particular rules, and express general requirements
on the way parameters are instantiated: for ex-
ample, to ensure that utterances are interpreted in
such a way that their content is internally consis-
tent and consistent with what is already known
(where possible). The preferences are expressed
in the ordering of the update rules, and ensure that
utterances are grounded in a maximally relevant
way: e.g. that an ambiguous utterance be instan-
tiated as an answer to a question currently under
discussion if possible, and only as a CR if not.

Disambiguation It is therefore the grounding
process which performs disambiguation between
all the possible moves that the utterance can make.
The abstracted representation means that lexical
ambiguity, as well as ambiguity of reference and
elliptical resolution, is now represented as contex-
tual dependence (to be fixed by grounding). Any
other ambiguity (i.e. multiple possible parses re-
turned by the grammar) means that more than one
possible abstract will be available,9 and again it is
the grounding process that must choose between
them based on their consistency and relevance.
This therefore allows all IS information to be used
in disambiguation: not only the possible referents
for parameters, but the current state of the dialogue
(QUDs, beliefs etc.).

to the common ground, including acknowledgement and ac-
ceptance. Here it is used narrowly to refer to the fixing of an
utterance’s content in context.

9The grammar will in fact always assign more than one
possible parse – a typical fragment will be given at least four
representations, two in each of the dimensions declarative/in-
terrogative and standard/utterance-anaphoric – see above.
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Utterance Processing The CLARIE IS is
shown in AVM (8). Like GoDiS, it is divided into
two parts, with PRIVATE for system plans and be-
liefs that have not been explicitly introduced into
the dialogue, and SHARED representing the sys-
tem’s view of the common ground:

(8)











































PRIVATE













AGENDA
[

stack(action)
]

PLAN
[

stackset(action)
]

BEL
[

set(proposition)
]

BG
[

set(parameter)
]













SHARED























COM
[

set(proposition)
]

BG
[

set(parameter)
]

QUD
[

stack(question)
]

SAL-UTT
[

stack(sign)
]

UTT
[

nstackset(4,sign)
]

PENDING
[

stack(set(sign))
]

































































In the shared part, COM is a set of commitments
and BG a set of descriptions of referents that have
been explicitly introduced in the dialogue. QUD

and SAL-UTT are stacks of QUDs and salient ut-
terances respectively, used for ellipsis resolution
and answerhood. UTT is an utterance record, a
stack of utterances in linear dialogue order which
is used to find CR sources, allowing the ques-
tions asked by user CRs to be fully interpreted,
and their answers to be determined. It is there-
fore important that its members are signs, includ-
ing all attendant phonological, syntactic and se-
mantic information which may be clarified, rather
than just semantic representations such as moves.
It has a limited length, currently 4 utterances, as
Purver et al. (2003) found that CRs beyond this
distance are rare. PENDING holds ungrounded ut-
terance abstracts during the grounding process.

Utterance processing is based on the protocol
proposed by G&C and proceeds as follows: the
utterance abstracts produced by the parser are
pushed onto the PENDING and UTT stacks while
grounding is attempted:

(9)













AGENDA
〈

. . .
〉

QUD
〈

. . .
〉

UTT
〈

U , . . .
〉

PENDING
〈

U
〉













Grounding can be achieved via three sets of

rules, tested in order. Firstly, standard integration
rules attempt to ground the utterance given the cur-
rent IS (and in particular the current top members
of QUD and SAL-UTT). Secondly, accommodation
rules can be used to achieve the same effect using a
new QUD determined from a relevant but as yet not
explicitly asked question from the plan (see (Lars-
son et al., 2000)). If neither of these succeed, a
third set of coercion rules attempt to ground the ut-
terance as a user CR, by using contextual coercion
operations which produce new CR-related values
of QUD and SAL-UTT. In all cases, the newly
grounded utterance (with all parameters now fully
instantiated) is removed from PENDING and its up-
date effects applied to the IS (e.g. for a question,
raising a new QUD Q and an action to respond):

(10)











AGENDA
〈

respond(Q), . . .
〉

QUD
〈

Q, . . .
〉

UTT
〈

U , . . .
〉

PENDING 〈〉











If all grounding rules fail, the utterance cannot
be grounded in the current IS, and a set of clar-
ification rules use its ungrounded parameters to
form a suitable CR and add an agenda action to ask
it. Importantly, the ungrounded utterance is left in
PENDING so that grounding can be re-attempted
once a user answer to the CR has provided suffi-
cient new information:

(11)













AGENDA
〈

clarify(U ), . . .
〉

QUD
〈

. . .
〉

UTT
〈

U , . . .
〉

PENDING
〈

U
〉













Grounding Non-CRs The integration rules use
the current IS unchanged and only general con-
straints apply: the parameters corresponding to
MAX-QUD and SAL-UTT must be identified with
the current heads of the QUD and SAL-UTT IS
stacks. Parameters concerning individual referents
(e.g. of names and definites) must be identified
with unique antecedents in the BG set or available
from the domain model. Parameters concerning
predicates (from nouns and verbs) must again re-
fer to explicit antecedents in BG or be available
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from the lexicon.10 Logical relations (contributed
by closed-class function words) are always avail-
able from the lexicon. A simple consistency check
is also applied, preventing grounding of e.g. as-
sertions that conflict with previously held beliefs
(conflicting assertions will lead to clarification –
see below). The protocol is as follows:

1. Interpret as answering a question which is un-
der discussion (currently maximal in QUD).

2. Interpret as asking a question which is rele-
vant to the current IS.

3. Interpret as a greeting, closing or thanking
move.

Accommodation rules follow similar lines, but
use a new accommodated QUD to ground the
MAX-QUD parameter. Coercion rules are de-
scribed in the next section.

4 Processing CRs

A Sample Dialogue The dialogue below shows
some of CLARIE’s current capabilities:

� �

S1> Where do you want to go to?
U1> pardon?
S2> Where do you want to go to?
U2> i want to go to that city
S3> Which city?
U3> paris
S4> How do you want to travel?
U4> no i want to go to london
S5> London?
U5> yes london
S6> How do you want to travel?
U6> by pullman
S7> ’Pullman’?
U7> train
S8> The trip will cost fifty pounds.
U8> sixty?
S9> No, fifty.
U9> fifty?
S10> Yes.

� �
Note that both system CRs (S3, S5, S7) and

user CRs (U1, U8, U9) are included, as are
questions about utterance form (U2), NP refer-
ence (S3) and noun predicate reference (S7), and

10This allows a degree of alignment behaviour (Picker-
ing and Garrod, 2004) – once words and phrases have been
grounded to particular referents, these become present in BG
and will be used again for grounding before looking in the
lexicon.

both clausal (S5, U8, U9) and constituent (S7)
reprises.11

User CRs The coercion rules allow user CRs to
be grounded (and thus fully interpreted) by mod-
ifying the context: using coercion operations in
order to ground the MAX-QUD and SAL-UTT pa-
rameters. Firstly, for all CRs, the source utter-
ance (the utterance being asked about) must be
identified by examining constituents from the UTT

record until a suitable one is found which meets
the constraints associated with the CR. This cor-
responds to grounding the SAL-UTT parameter.
Some CRs only require this step – those which
have their propositional content specified directly
by the grammar, thus not requiring a MAX-QUD

question to fill in, merely requiring utterance ref-
erence to be established, e.g. non-reprise CRs such
as “Did you say ‘Paris’?”, “What do you mean by
‘pullman’?” or conventional expressions such as
“What?”, “Pardon?”. For these, then, a simple
coercion operation which provides possible SAL-
UTT values from the UTT record suffices.

However, the most common forms of CR are
of a reprise and/or elliptical nature and therefore
also require a MAX-QUD parameter to be grounded
to fully specify their propositional content. For
these, there are currently four different possible
coercion operations which not only take a possi-
ble source constituent from UTT but also use it
to produce particular new CR-related MAX-QUDs:
G&C’s clausal and constituent versions, plus two
further questions about lexical form (one querying
the identity of an echoed word, one a gap ques-
tion querying the identity of the word following
an echoed word). These operations and the or-
der and constraints of the rules which apply them
are determined by corpus and experimental studies
(see (Purver, 2004)). Constraints include factors
such as source word/phrase category (e.g. no func-
tion words can lead to constituent readings as their
meaning is mutual knowledge; only some function
words such as number determiners seem likely

11The current behaviour is designed to demonstrate the el-
liptical CR interpretation and generation capabilities, hence
the highly elliptical forms used. Many system CRs may ben-
efit from less elliptical form in practice (e.g. S7 might be less
ambiguously realised as “What do you mean by ‘pullman’?”
or “What is a ‘pullman’?”) – this behaviour can be controlled
by a user-settable flag.
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to be given clausal readings), source parallelism
(constituent reprise fragments require phonologi-
cal parallelism) and common ground (words pre-
viously grounded in the dialogue do not cause con-
stituent readings).12

1. Coerce SAL-UTT only and interpret as a con-
ventional or non-reprise CR – see U1.

2. Perform parameter identification and inter-
pret as a constituent fragment reprise if the
source is the first mention of a content phrase
fragment.

3. Perform parameter focussing and interpret
as a clausal reprise (sentence, fragment or
sluice) if the source is a content phrase or
number determiner – see U8, U9.

4. Perform gap identification and interpret as a
lexical reprise gap.

5. Perform lexical identification and interpret as
a lexical reprise.

As CRs are ask moves, these coercion rules will
all include in their effects the addition of a new
question to QUD, and an agenda action to answer
it. Answers can now be established from the rel-
evant features of the antecedent utterance in the
UTT record: in the case of clausal and constituent
CRs, directly from the semantic content of the
source utterance; in the case of lexical or gap ques-
tions, from the identity of the source utterance it-
self. This process is specified as a set of selection
rules which produce corresponding assert moves
– these are then passed to a generation module
which uses the grammar to generate in the same
way as answers to normal questions.13

System CRs If a user utterance cannot be
grounded in any way, the clarification rules pro-
duce a system CR. Particular grounding prob-
lems lead to particular questions being asked
(again derived from empirical findings – out-of-
vocabulary nouns and verbs lead to constituent

12While these coercion operations can perhaps be seen as a
form of reasoning about context, they are highly constrained
and far from unrestricted inference.

13There are two special cases: when answering CRs which
ask about word meaning, alternative descriptions are used
wherever possible rather than the original problematic form;
when answering yn-questions negatively, an over-answer is
produced by answering the coerced MAX-QUD as well as the
explicit CR question – see S9.

wh-questions, parameters which cause inconsis-
tency lead to clausal yes/no “check” questions),
and particular source types will lead to particu-
lar forms being used (definites and demonstratives
are clarified using sluices, nouns using fragments).
The protocol is as follows:

1. Parse failure (no move to ground): con-
stituent CR about whole utterance meaning.

2. Unknown parameter (no unique referent can
be found): clausal wh-question about source
constituent if a definite or pronoun (leading
to a sluice – see S3); constituent wh-question
otherwise (leading to a fragment – see S7).

3. Inconsistent parameter (can only be grounded
in a way which causes inconsistency with
previous beliefs): clausal yn-question lead-
ing to a reprise fragment – see S5.

4. Inconsistent moves (can only be grounded
inconsistently) and irrelevant moves (un-
groundable MAX-QUD or SAL-UTT param-
eter): constituent question about whole in-
tended utterance meaning.

Note that there is significant correspondence
between these grounding problem types and the
levels identified by (Larsson, 2002; Schlangen,
2004), but that the association of problematic pa-
rameters with their source words/phrases allows
specific CR forms which target those phrases.14

As system CRs (being ask moves) introduce a
new question to QUD, subsequent user answers
(elliptical or not) can be interpreted according to
standard answerhood rules – no special treatment
is required – and that as long as such answers
provide the required information, the problematic
PENDING utterance will now be groundable with-
out requiring repetition.

5 Summary

This paper shows how a basic dialogue system can
be implemented which can handle many forms of
CR, using them to clarify unknown reference and
meaning, and allowing users to do the same. The
grammar can parse and generate a wide range of

14Being text-based, the level of perception is currently ig-
nored, but must be taken into account if a speech interface is
to be added – see (Gabsdil, 2003).
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CR forms from a wide range of source types. Im-
portantly, this is achieved without having to use
heavyweight inference about utterances or their re-
lation to each other, or modelling the user’s beliefs
or context. User CRs are assigned straightforward
(although heavily contextually dependent, and of-
ten ambiguous) representations; and the ground-
ing process then gives them a full interpretation
by instantiating their abstracted parameters in con-
text. Problems with the grounding process, and
with particular abstracted parameters, lead to sys-
tem CRs. CRs are not treated in a significantly dif-
ferent way from other utterances: they are parsed
by the same grammar and given a standard inter-
rogative interpretation as ask moves which raise
new questions for discussion – it is just that these
questions concern other utterances.
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Abstract

This paper describes an implemented
prototype dialogue model within the
Dynamic Syntax (DS) framework
(Kempson et al., 2001) which directly
reflects dialogue phenomena such as
alignment, routinization and shared
utterances. In DS, word-by-word
incremental parsing and generation
are defined in terms of actions on
semantic tree structures. This paper
proposes a model of dialogue context
which includes these trees and their
associated actions, and shows how
alignment and routinization result
directly from minimisation of lexicon
search (and hence speaker’s effort),
and how switch of speaker/hearer roles
in shared utterances can be seen as a
switch between incremental processes
directed by different goals, but sharing
the same (partial) data structures.

1 Introduction

Study of dialogue has been proposed by (Picker-
ing and Garrod, 2004) as the major new challenge
facing both linguistic and psycholinguistic theory.
Two of the phenomena which they highlight as
common in dialogue, but posing a significant chal-
lenge to and having received little attention in the-
oretical linguistics, are alignment (including rou-
tinization) and shared utterances. Alignment de-
scribes the way that dialogue participants appar-

ently mirror each other’s patterns at many levels
(including lexical word choice and syntactic struc-
ture), while routinization describes their conver-
gence on set descriptions (words or sequences of
words) for a particular reference or sense. Shared
utterances are those in which participants shift be-
tween the roles of parser and producer midway
through an utterance:1

(1)

Daniel: Why don’t you stop mumbling
and

Marc: Speak proper like?
Daniel: speak proper?

(2)
Ruth: What did Alex . . .
Hugh: Design? A kaleidoscope.

These are especially problematic for theoreti-
cal or computational approaches in which parsing
and generation are seen as separate disconnected
processes, even more so when as applications of
a grammar formalism whose output is the set of
wellformed strings:2 the initial hearer must parse
an input which is not a standard constituent, and
assign a (partial) interpretation, then presumably
complete that representation and generate an out-
put from it which takes the previous words and
their syntactic form into account but does not pro-
duce them. The initial speaker must also be able
to integrate these two fragments.

In this paper we describe a new approach and
implementation within the Dynamic Syntax (DS)
framework (Kempson et al., 2001) which al-

1Example (1) from the BNC, file KNY (sentences 315–
317).

2Although see (Poesio and Rieser, 2003) for an initial
DRT-based approach.
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lows these phenomena to be straightforwardly ex-
plained. By defining a suitably structured con-
cept of context, and adding this to the basic word-
by-word incremental parsing and generation mod-
els of (Kempson et al., 2001; Otsuka and Purver,
2003; Purver and Otsuka, 2003), we show how
alignment phenomena result directly from min-
imisation of effort on the part of both hearer and
speaker independently (implemented as minimisa-
tion of lexical search in parsing and generation),
and how the switch in roles at any stage of a sen-
tence can be seen as a switch between processes
which are directed by different goals, but which
share the same incrementally built data structures.

2 Background

DS is a parsing-directed grammar formalism in
which a decorated tree structure representing a se-
mantic interpretation for a string is incrementally
projected following the left-right sequence of the
words. Importantly, this tree is not a model of
syntactic structure, but is strictly semantic, be-
ing a record of how some formula representing
interpretation assigned to the sentence in context
is compiled, with the topnode of the tree being
decorated with some (type t) formula, and dom-
inated nodes with subterms of that formula. In
this process, sequences of linked trees may be con-
structed, sharing decorations through anaphoric
processes, e.g. for relative clause construal. In DS,
grammaticality is defined as parsability (the suc-
cessful incremental construction of a tree-structure
logical form, using all the information given by the
words in sequence), and there is no central use-
neutral grammar of the kind assumed by most ap-
proaches to parsing/generation. The logical forms
are lambda terms of the epsilon calculus (see
(Meyer-Viol, 1995) for a recent development),
so quantification is expressed through terms of
type e whose complexity is reflected in evalua-
tion procedures that apply to propositional formu-
lae once constructed, and not in the tree itself. The
analogue of quantifier-storage is the incremental
build-up of sequences of scope-dependency con-
straints between terms under construction: these
terms and their associated scope statements are
subject to evaluation once a propositional formula
of type t has been derived at the topnode of some

tree structure.3 With all quantification expressed
as type e terms, the standard grounds for mismatch
between syntactic and semantic analysis for all
NPs are removed; and, indeed, all syntactic distri-
butions are explained in terms of this incremental
and monotonic growth of partial representations of
content, hence the claim that the model itself con-
stitutes a NL grammar formalism.

Parsing (Kempson et al., 2001) defines parsing
as a process of building labelled semantic trees
in a strictly left-to-right, word-by-word incremen-
tal fashion by using computational and lexical ac-
tions defined (for some natural language) using the
modal tree logic LOFT (Blackburn and Meyer-
Viol, 1994). These actions are defined as transi-
tion functions between intermediate states, which
monotonically extend tree structures and node
decorations. Words are specified in the lexicon to
have associated lexical actions: the (possibly par-
tial) semantic trees are monotonically extended by
applying these actions as each word is consumed
from the input string. Partial trees will be under-
specified in one or more ways, each being associ-
ated with a requirement for subsequent update: the
tree may lack a full set of nodes; some relation be-
tween nodes may be only partially specified (as in
the parsing of long-distance dependency effects);
some node may lack a full formula specification
(as in the parsing of anaphoric/expletive expres-
sions); and the sequence of scope constraints may
be incomplete. Once all requirements are satisfied
and all partiality and underspecification resolved,
trees are complete, parsing is successful and the
input string is said to be grammatical. For the pur-
poses of the current paper, the important point is
that the process is monotonic: the parser state at
any point contains all the partial trees produced by
the portion of the string so far consumed which
remain candidates for completion.

Generation (Otsuka and Purver, 2003; Purver
and Otsuka, 2003) (hereafter O&P) give an initial
method of context-independent tactical generation
based on the same incremental parsing process, in
which an output string is produced according to an
input semantic tree, the goal tree. The generator

3For formal details of this approach to quantification see
(Kempson et al., 2001) chapter 7.
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Figure 1: Parsing “john likes mary” . . . . . . and generating “john likes mary”
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incrementally produces a set of corresponding out-
put strings and their associated partial trees (again,
on a left-to-right, word-by-word basis) by follow-
ing standard parsing routines and using the goal
tree as a subsumption check. At each stage, par-
tial strings and trees are tentatively extended us-
ing some word/action pair from the lexicon; only
those candidates which produce trees which sub-
sume the goal tree are kept, and the process suc-
ceeds when a complete tree identical to the goal
tree is produced. Generation and parsing thus use
the same tree representations and tree-building ac-
tions throughout.

3 A Model of Context

The current proposed model (and its implementa-
tion) is based on these earlier definitions but modi-
fies them in several ways, most significantly by the
addition of a model of context: while some notion
of context was assumed no formal model or im-
plementation was given.4 The contextual model

4There are other departures in the treatment of linked
structures (for relatives and other modifiers) and quantifica-

we now assume is made up not only of the seman-
tic trees built by the DS parsing process, but also
the sequences of words and associated lexical ac-
tions that have been used to build them. It is the
presence of (and associations between) all three,
together with the fact that this context is equally
available to both parsing and generation processes,
that allow our straightforward model of dialogue
phenomena.5 For the purposes of the current im-
plementation, we make a simplifying assumption
that the length of context is finite and limited to
the result of some immediately previous parse (al-
though information that is independently available

tion, and more relevantly to improve the incrementality of
the generation process: we do not adopt the proposal of O&P
to speed up generation by use of a restricted multiset of lex-
ical entries selected on the basis of goal tree features, which
prevents strictly incremental generation and excludes modifi-
cation of the goal tree.

5In building n-tuples of trees corresponding to predicate-
argument structures, the system is similar to LTAG for-
malisms (Joshi and Kulick, 1997). However, unlike LTAG
systems (see e.g. (Stone and Doran, 1997)), both parsing and
generation are not head-driven, but fully (word-by-word) in-
cremental.
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can be represented in the DS tree format, so that,
in reality, larger and only partially ordered con-
texts are no doubt possible): context at any point is
therefore made up of the trees and word/action se-
quences obtained in parsing the previous sentence
and the current (incomplete) sentence.

Parsing in Context A parser state is therefore
defined to be a set of triples 〈T, W, A〉, where T

is a (possibly partial) semantic tree,6 W the se-
quence of words and A the sequence of lexical
and computational actions that have been used in
building it. This set will initially contain only a
single triple 〈Ta, ∅, ∅〉 (where Ta is the basic ax-
iom taken as the starting point of the parser, and
the word and action sequences are empty), but
will expand as words are consumed from the in-
put string and the corresponding actions produce
multiple possible partial trees. At any point in the
parsing process, the context for a particular par-
tial tree T in this set can then be taken to consist
of: (a) a similar triple 〈T0, W0, A0〉 given by the
previous sentence, where T0 is its semantic tree
representation, W0 and A0 the sequences of words
and actions that were used in building it; and (b)
the triple 〈T, W, A〉 itself. Once parsing is com-
plete, the final parser state, a set of triples, will
form the new starting context for the next sen-
tence. In the simple case where the sentence is
unambiguous (or all ambiguity has been removed)
this set will again have been reduced to a sin-
gle triple 〈T1, W1, A1〉, corresponding to the final
interpretation of the string T1 with its sequence
of words W1 and actions A1, and this replaces
〈T0, W0, A0〉 as the new context; in the presence
of persistent ambiguity there will simply be more
than one triple in the new context.7

Generation in Context A generator state is now
defined as a pair (Tg, X) of a goal tree Tg and a
set X of pairs (S, P ), where S is a candidate par-
tial string and P is the associated parser state (a
set of 〈T, W, A〉 triples). Initially, the set X will
usually contain only one pair, of an empty can-

6Strictly speaking, scope statements should be included in
these n-tuples – for now we consider them as part of the tree.

7The current implementation of the formalism does not
include any disambiguation mechanism. We simply assume
that selection of some (minimal) context and attendant re-
moval of any remaining ambiguity is possible by inference.

didate string and the standard initial parser state,
(∅, {〈Ta, ∅, ∅〉}). However, as both parsing and
generation processes are strictly incremental, they
can in theory start from any state. The context for
any partial tree T is defined exactly as for pars-
ing: the previous sentence triple 〈T0, W0, A0〉; and
the current triple 〈T, W, A〉. Generation and pars-
ing are thus very closely coupled, with the cen-
tral part of both processes being a parser state: a
set of tree/word-sequence/action-sequence triples.
Essential to this correspondence is the lack of con-
struction of higher-level hypotheses about the state
of the interlocutor. All transitions are defined over
the context for the individual (parser or generator).
In principle, contexts could be extended to include
high-level hypotheses, but these are not essential
and are not implemented in our model (see (Mil-
likan, 2004) for justification of this stance).

Anaphora & Ellipsis Anaphoric devices such
as pronouns and VP ellipsis are analysed as deco-
rating tree nodes with metavariables to be updated
from context using terms established, or, for ellip-
sis, the (lexical) tree-update actions. Strict read-
ings of VP ellipsis result from taking a suitable
semantic formula directly from a tree node in con-
text; sloppy readings involve reuse of actions. This
action re-use approach, combined with the repre-
sentation of quantified elements as terms, allows
even ellipsis phenomena which are problematic
for other e.g. abstraction-based approaches (see
(Dalrymple et al., 1991) for discussion):

(3)

A: A policeman who arrested Bill read
him his rights.

B: The policeman who arrested Harry did
too.

Here re-use of the actions associated with read
him his rights allows Harry to be selected as an-
tecedent for the metavariable projected by these
re-used actions, given the new context, leading to
a new term and a sloppy reading. Other forms
of ellipsis such as bare fragments involve taking a
previous structure from context as a starting point
for parsing (here wh-expressions are analysed as
particular forms of metavariables, so parsing the
question yields an open formula which the term
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presented by the fragment updates):

(4)
A: What did you eat for breakfast?
B: Porridge.

4 Alignment & Routinization

The parsing and generation processes must both
search the lexicon for suitable entries at every
step (i.e. when parsing or generating each word).
For generation in particular, this is a computation-
ally expensive process in principle: every possible
word/action pair must be tested – the current par-
tial tree extended and the result checked for goal
tree subsumption. As proposed by O&P (though
without formal definitions or implementation) our
model of context now allows a strategy for min-
imising this effort, as it includes previously used
words and actions. If a first search through con-
text finds a subset of such actions which can be
re-used in extending the current tree, full lexical
search can be avoided altogether. Even given a
more complex model of the lexicon which might
avoid searching all possible words during gener-
ation (e.g. by activating only certain subfields of
the lexicon based on the semantic formulae and
structure of the goal tree), searching through the
immediate context will still minimise the effort re-
quired.

High frequency of elliptical constructions is
therefore expected, as ellipsis licenses the use of
context, either in providing some term directly or
in licensing re-use of actions which context makes
available; the same can be said for pronouns, as
long as they (and their corresponding actions) are
assumed to be pre-activated or otherwise readily
available from the lexicon.

Lexical Alignment As suggested by O&P, this
can now lead directly to a model of alignment
phenomena, characterisable as follows. For the
generator, if there is some action a ∈ (A0 ∪ A)
suitable for extending the current tree, a can be
re-used, generating the word w which occupies
the corresponding position in the sequence W0 or
W . This results in lexical alignment – repeating w

rather than choosing an alternative but as yet un-
used word from the lexicon.

In this connection, re-use of the actions associ-

ated with the construction of semantic trees is im-
portantly distinct from re-use of these trees and the
terms that decorate them. For example, the actions
associated with the parse of a pronoun decorate a
node with a metavariable which must then be pro-
vided with a fully specified value from a term in
context (see section 3); subsequent re-use of this
action will introduce a new metavariable, rather
than merely copying the previous value, and so
the resulting value in this case may differ from the
value given previously. Such re-use of actions is
essential to construal of indexical pronouns, such
as I and you, as their actions will require values to
be assigned from the current context (which must
contain information about the identity of the cur-
rent speaker and addressee) rather than copying
values from previous uses.

This re-use of actions applies also to quanti-
fying expressions, e.g. indefinites. By definition,
on the DS approach, the construal of a quantified
noun phrase introduces a new variable as formula
decoration, and re-use of these actions will not
therefore license introduction of the same term.
This is in contrast to the approach of (Lemon et al.,
2003) in which strings are re-used in a way that li-
censes the same construal, necessitating a special
rule to prevent a generator from re-using indefinite
NPs with the same interpretation as the antecedent
occurrence.

Syntactic Alignment Apparent alignment of
syntactic structure also follows in virtue of the pro-
cedural action-based specification of lexical con-
tent. (Branigan et al., 2000) showed that syntac-
tic structure tends to be preserved, with seman-
tically equivalent double-object forms “give the
cowboy a book” or full PP forms “give a book
to the cowboy” being chosen depending on previ-
ous use. Most frameworks would have to reflect
this via activation of syntactic rules, or perhaps
preferences defined over parallelisms with syntac-
tic trees in context, both of which seem problem-
atic. In DS, though, this type of alternation is re-
flected not as a difference in the output of parsing
(the semantic tree structure) but as a difference in
the lexical actions used during parsing to build up
this output: a word such as give has two possible
lexical actions a′ and a′′ corresponding to the two
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Figure 2: Output of alternative lexical actions for give

gived−obj : {?Ty(e → t)}

{?Ty(e)} {?Ty(e → (e → t))}

{?Ty(e),♦} {give′}

givepp: {?Ty(e → t)}

{?Ty(e),♦} {?Ty(e → (e → t))}

{?Ty(e)} {give′}

alternative forms (figure 2). A previous use will
cause either a′ or a′′ to be present in (A0 ∪A); re-
use of this action will cause the same form to be
repeated.

Repetition of adjective structures as attributive
or in a predicative relative-clause (a green book
vs. a book which is green (Cleland and Pickering,
2003)) can be explained in the same way. Adjec-
tive construal in DS is distinguished by whether
a linked tree structure is constructed before the
head noun (by the lexical actions associated with
attributive adjectives) or after the head (by the ac-
tions associated with a relative pronoun); and re-
use of these actions will cause repetition of form.
So again the two distinct tree-building strategies,
despite producing the same logical form, never-
theless lead us to expect parallelism following the
sequence of actions already in context.

Semantic Alignment & Routines The same ap-
proach can be applied for the parser, with contex-
tual re-use of actions bypassing the need to test
all possible actions associated in the lexicon with
a particular word. A similar definition holds: for
a word w presented as input, if w ∈ (W0 ∪ W )
then the corresponding action a in the sequence
A0 or A can be used without consulting the lex-
icon. Words will therefore be interpreted as hav-
ing the same sense or reference as before, mod-
elling the semantic alignment described by (Gar-
rod and Anderson, 1987). These characterisa-
tions can also be extended to sequences of words
– a sub-sequence (a1; a2; . . . ; an) ∈ (A0 ∪ A)
can be re-used by a generator, producing the cor-
responding word sequence (w1; w2; . . . ; wn) ∈
(W0 ∪ W ); and similarly the sub-sequence of
words (w1; w2; . . . ; wn) ∈ (W0 ∪ W ) will cause
the parser to use the corresponding action se-
quence (a1; a2; . . . ; an) ∈ (A0 ∪ A). This
will result in sequences or phrases being re-

peatedly associated by both parser and genera-
tor with the same sense or reference, leading to
what Pickering and Garrod (2004) call routiniza-
tion (construction and re-use of word sequences
with consistent meanings).

It is notable that these various patterns of align-
ment, said by Pickering and Garrod (2004) to be
alignment across different levels, are expressible
without invoking distinct levels of syntactic or lex-
ical structure, since context, content and lexical
actions are all defined in terms of the same tree
configurations. Note also that this context-based
approach models both speaker and hearer actions
without any need for meta-level calculations about
their interlocutor.

5 Shared Utterances

O&P suggest an analysis of shared utterances,
and this can now be formalised given the current
model. As the parsing and generation processes
are both fully incremental, they can start from any
state (not just the basic axiom state 〈Ta, ∅, ∅〉). As
they share the same lexical entries, the same con-
text and the same semantic tree representations, a
model of the switch of roles now becomes rela-
tively straightforward.

Transition from Hearer to Speaker Normally,
the generation process begins with the initial gen-
erator state as defined above: (Tg, {(∅, P0)}),
where P0 is the standard initial “empty” parser
state {〈Ta, ∅, ∅〉}. As long as a suitable goal
tree Tg is available to guide generation, the only
change required to generate a continuation from
a heard partial string is to replace P0 with the
parser state (a set of triples 〈T, W, A〉) as produced
from that partial string: we call this the transition
state Pt. The initial hearer A therefore parses as
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Figure 3: Transition from hearer to speaker: “What did Alex . . . / . . . design?”

Pt =
〈

{+Q}

{WH} {alex′}{?Ty(e → t),♦}

, {what, did, alex}, {a1, a2, a3}
〉

Gt =

(

{+Q, design′(WH)(alex′)}

{alex′} {design(WH)}

{WH}{design′}

,
(

∅,
〈

{+Q}

{WH} {alex′}{?Ty(e → t),♦}

, {what, did, alex}, {a1, a2, a3}
〉)

)

G1 =

(

{+Q, design′(WH)(alex′)}

{alex′} {design′(WH)}

{WH}{design′}

,
(

{design},
〈

{+Q}

{WH}{alex′} {?Ty(e → t)}

{♦}{design′}

, {. . . , design}, {. . . , a4}
〉)

)

usual until transition,8 then given a suitable goal
tree Tg, forms a transition generator state Gt =
(Tg, {(∅, Pt)}), from which generation can begin
directly – see figure 3 as a display of the inter-
pretation process for example (2).9 Note that the
context does not change between processes mod-
ulo information about identity of current speaker
and addressee.

For generation to begin from this transition
state, the new goal tree Tg must be subsumed by at
least one of the partial trees in Pt (i.e. the propo-
sition to be expressed must be subsumed by the
incomplete proposition built so far by the parser).
Constructing Tg prior to the generation task will
often be a complex process involving inference
and/or abduction over context and world/domain
knowledge – Poesio and Rieser (2003) give some
idea as to how this inference might be possible –
for now, we make the simplifying assumption that
a suitable propositional structure is available.

Transition from Speaker to Hearer At transi-
tion, the initial speaker B’s generator state G′

t con-
tains the pair (St, P

′

t), where St is the partial string
output so far, and P ′

t is the corresponding parser

8We have little to say about exactly when transitions oc-
cur. Presumably speaker pauses and the availability to the
hearer of a possible goal tree both play a part.

9Figure 3 contains several simplifications to aid read-
ability, both to tree structure details and by showing
parser/generator states as single triples/pairs rather than sets
thereof.

state (the transition state for B).10 In order for B

to interpret A’s continuation, B need only use P ′

t

as the initial parser state which is extended as the
string produced by A is consumed.

As there will usually be multiple possible par-
tial trees at the transition point, A may continue in
a way that does not correspond to B’s initial in-
tentions – i.e. in a way that does not match B’s
initial goal tree. For B to be able to understand
such continuations, the generation process must
preserve all possible partial parse trees (just as the
parsing process does), whether they subsume the
goal tree or not, as long as at least one tree in the
current state does subsume the goal tree. A gener-
ator state must therefore rule out only pairs (S, P )
for which P contains no trees which subsume the
goal tree, rather than thinning the set P directly
via the subsumption check as proposed by O&P.

Transition Effects Just as with alignment, the
change in reference of the indexicals I and you
across the speaker/hearer transition (example (5))
emerges straightforwardly from the nature of their
lexical actions, with their use at any point involv-
ing reference to the speaker or addressee at the
time of use:

(5)
A: Have you read . . .
B: Your latest chapter?

Note that there is no constraint on when in

10Of course, if both A and B share the same lexical entries
and communication is perfect, Pt = P ′

t , but we do not have
to assume that this is the case.
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the utterance the transition point can occur, as
might be the case in head-driven approaches where
transition prior to the sentential head would be
problematic. In addition, as quantifier scope-
dependency constraints form part of the contex-
tual tree under construction and are not evaluated
until a complete type t formula has been derived,
dependencies between the portions either side of
transition are unaffected, even when some quan-
tifying expression is taken to be dependent on a
quantifying term introduced after the role switch:

(6)
A: Did a nurse . . .
B: See every patient?

This latter case turns on the (Kempson et al.,
2001) account of quantification, in which indef-
inites are exceptional in projecting a metavari-
able in their scope-dependency statement allow-
ing choice of term on which to be construed as
dependent, even, parallelling expletive pronouns,
including some term subsequently constructed.

6 Summary

The left-to-right incrementality and monotonicity
of DS, together with the close coupling of pars-
ing and generation processes, allow shared utter-
ances to be modelled in a straightforward fash-
ion. Alignment phenomena can be predicted given
a suitable model of context already motivated by
the DS treatment of anaphora and ellipsis. A pro-
totype system has been implemented in Prolog
which reflects the model given here, demonstrat-
ing shared utterances and alignment phenomena in
simple dialogue sequences.
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Abstract 

A new approach based on experiments 
aiming at the integration of content 
originating from pointing plus definite 
descriptions (objects called “CDs”) in 
dialogue is presented. We develop it 
against the background of the early 
semiotic positions of Wittgenstein, Peirce, 
and Quine, the intentionalism of  Kaplan, 
Neo-Peirce-Wittgenstein-Quine approaches 
and “mixed” points of view. Our 
experimental data show that pointing 
gestures are polysemous and polymorphic 
entities. Polysemy of CDs is due to their 
different functions, pointing to objects 
(“object demonstration”) and pointing to 
regions (“restrictor demonstration”), 
polymorphism originates from different 
positions wrt the utterance. Gesture 
information and expression meaning are 
integrated into a syntax-semantics interface 
using constraint-based syntax and type-
logical semantics. Finally, it is shown that 
an underspecification account for the 
syntax-semantic interface can be set up 
along the lines of Logical Description 
Grammars.   

1 Overview and Introduction 

Ch. (1) deals with constraints of pointing gestures 
and introduces the “

�
”-notation for gesture 

strokes. (2) overviews Peircian to post-Kaplan 
approaches on demonstration and reference. (3) 

describes gesture experiments. (4) is on “object 
demonstration” and “restrictor demonstration”. 
The set-up of the interface combining constraint-
based grammar and type-logics for the integration 
of multimodal content  is specified. (5) deals with 
the logical form of CDs. (6) shows that an 
underspecification account for the syntax-semantic 
interface can be set up along the lines of Logical 
Description Grammars. Discussion and future 
research come in (7).  

Demonstration is bound up with reference (see 
e.g. Levinson 1995). Demonstrations 
(characteristically pointings) can accompany 
simple or complex referring expressions. We 
represent the stroke of hand gestures (see Mc Neill 
1992) and similar devices by “

�
”. Up to section 

(4) the nature of the
�

 sign will be left to intuition. 
It occurs at the position indicated in the string and 
marks gesture stroke occurrence.  

Examples of CD-expressions:  

(1) Grasp
�

this/that.    

(2) *grasp.  

(3) *
�

  

(4) Grasp 
�

this/that yellow bolt.   

(5) * Grasp this/that yellow bolt. 

(6) Grasp the yellow bolt.     

(7) 
�

This yellow bolt, grasp it.   

(8) All the bars get fixed by 
�

this yellow bolt. 

(9) 
�

This yellow bolt doesn’t fix all the bars. 

(10) 
�

This yellow bolt must fix all the bars left 

of it. 
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(7) shows a CD-expression taken up by an 
anaphora; it comprises the content provided by this 
yellow bolt and the “

�
” together. (8), (9) and (10) 

show scope interactions of CDs and either 
quantifier phrases ((8) and (9)), negation or modals 
((9) and (10)). 

(11) 
�

1This/that is different from 
�

2this/that. 
(12) 

�
1This/that, 

�
2this/that, and 

�
3this/that     

         goes into the box. 
(11) and (12) have different occurrences of 

�
. 

Anaphora, scope-like effects and multiple 
occurrences of 

�
s are among the most convincing 

cases for an integrated treatment of demonstratives 
and demonstrations. Three things have to be 
considered if we want to get a fuller understanding 
of CDs: (a) demonstrations and their timing wrt to 
speech, (b) the structure of verbal expressions 
going into CDs,  and (c) the interaction of 
demonstrations and expressions, i.e. what they 
individually contribute to the semantic or 
pragmatic information provided by CDs  in toto. 

2 Related Research: From Peirce to 
Kaplan and Beyond 

A unified account of CDs will opt for a 
compositional semantics to capture the information 
coming from the verbal and the visual channel. 
Peirce (1932, p. 166) and Wittgenstein (1958, p. 
109) consider pointing as part of the symbol. 
Quine (1960) is committed to a similar point of 
view.  

At present one can distinguish three main-
stream philosophical attitudes towards CDs: The 
line of thought farthest off the Peirce-Wittgenstein-
Quine line is the intentionalism associated with 
Kaplan’s late work (1989b). There demonstration 
is taken as a mere externalisation of intention. It is 
intention that determines reference. Later on 
Reimer (1992), Dever (2001), King (2001) and 
Borg (2000) have supported this line.  

Neo-Peirce-Wittgenstein-Quinians (neo-
PWQians) exist as well. A case in point is McGinn 
(1981). He holds that in establishing reference the 
gesture functions as part of the language. Larson 
and Segal (1995), Hintikka (1998) and ter Meulen 
(1994) also sympathize with this view. However, 
there is no neo-PWQian approach explicitly 
representing pointing gestures and providing a 
semantics for them. 

Still, there is a group of “in-betweeners”, 
stressing the contribution of intention and 
demonstration in fixing demonstrative reference: 
Among these are the early Kaplan (1989a), D. 
Braun (1994, 1996) and Lepore and Ludwig 
(2000). Of these only D. Braun explicitly 
represents demonstrations in his 1996 approach.  

The literature referred to rests almost 
exclusively on intuitions concerning pointings to 
single, visible objects. However, pointing is a more 
varied phenomenon as experiments show.  

3 Gesture Experiments Using Simple 
Reference Games 

Reliable intuitions for demonstration are hard to 
come by. Therefore we use experimental data 
called “simple reference games” (see Kühnlein and 
Stegmann (2004)). These are set up in the 
following way: We have two subjects, description-
giver and object-taker. The description-giver must 
give sufficient information to the object-taker to 
make him identify one of the objects on a table 
between them.  

 
Fig.1:  One type of clustering used for gesture 
experiments  in simple reference games (Kühnlein and 
Stegmann (2004)).  
 
The description-giver selects objects providing the 
identification information by verbal or gestural 
means. The object-taker may grasp the object 
singled out and lifts it from the table. Every game 
was video-taped from two perspectives, the 
description giver’s as well as a neutral one (fig. 2). 
There were two types of clusterings, sameness of 
colour vs sameness of form. The games in two 
video-films have been annotated  using  the TasX-
annotator (Milde and Thies (2002)) (fig. 3); 
location of gesture stroke,  syntax and semantics of 
NL-expressions and the structure of discourse have 
been considered. Lack of space prevents us from 
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Fig. 2: Video-taped pointing gesture from two 
perspectives 
 
going into descriptions of graspings and of 
dialogue structure here. Also, discussion of 
interesting statistical details must be left out (but 
see Lücking, Rieser, Stegmann (2004)). 
 
 

 

 

 

 

 

 

 

 

 

. 
 

 

4 CDs and Definite Descriptions: Object 
Demonstration and Restrictor 
Demonstration 

There is a debate on whether definite NPs plus 
demonstrations can be regarded as definite 
descriptions (Kaplan 1989 a,b; Rieber 1998). A 
plea for taking CDs as definite descriptions comes 
from Quine (1960, ch. III). For us, definite NPs are 
definite descriptions to which demonstrations add 
content, either by specifying an object 
independently of the definite description or by 
narrowing down the description’s restrictor. We 
call the first technique “object demonstration” and 
the second one “restrictor demonstration”. 
Graspings are the clearest cases of object 
demonstration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: TasX-annotated dialogue game object identification comprising instructor’s complex demonstration, 
constructor’s check-back and instructor’s acceptance 
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The Syntax-semantics Interface Used 

Figs. 4 and 5 show the components of the interface 
used. Fig. 4 sketches the interpreted grammar, Fig. 
5 its empirical coverage. 

Following  Sag and Wasow (1999), the interface 
uses constraint based grammar. It combines 
syntactic and semantic information in one AVM-
format. Because of technical reasons we use type- 
 
 
 

 
 
 
 

 
Fig. 4: Components of the constraint-based  syntax-
semantics interface 
 
logics for semantic representation, i.e. in the values 
of SEM-attributes, and interpret Sag and Wasow’s 
⊗-operator (Sag and Wasow (1999), p. 116) as 
functional application. Due to limits of space, we 
only represent logical forms here and neglect 
linking proper. 

Following Searle and Vanderveken (1989), 
directives consist of an illocutionary role indicator 
and the proposition. They do not have truth 
conditions in the classical sense. The interpretation 
specifies satisfaction conditions for them, i.e. it 
singles out successful directives wrt models. The 
generalised notion of satisfaction used here is 
Recanati’s (1993). In this context the relation of 
the definite NP to “its” demonstration is of 
decisive importance: If both serve their referential 
tasks, one condition for the satisfaction of the 
directive is met. The model provides conditions 
both for the illocutionary role and the associated 
proposition. Translation of the type-logical format 
into dynamic semantics is possible in principle (see 
Eijk and Kamp (1997)). 
The model handles canonical uses of CDs, even 
cases where the demonstration follows the definite 
NP. Its coverage subsumes real world experimental 
data as well as VR-data.The working of the 
semantic component will be illustrated here 
discussing the toy example Grasp the yellow bolt!. 
The meaning of directives is identified with their 
illocutionary forces. 

The imperative is represented by the 
illocutionary role marker Fdir operating on the open 
formula grasp(u, v), the difference between 
imperatives and other finite forms being expressed 
by “Fdir”. 

�
P.P (you) ⊗ 

�
u(Fdir (grasp(u, 

ιz(yb(z))))) gives us the representation of the 
whole directive  Fdir(grasp(you, ιz(yb(z)))) to 
paraphrase as “There is exactly one yellow bolt, 
grasp it, addressee!” 

So far we have not integrated demonstrations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5: Models for the constraint-based interface and 
their empirical coverage 

5 Logical Forms for Multi-modal Content 

5.1 Integrating Demonstrations into 
Descriptions 

Before we show how to represent demonstrations 
together with descriptions, we specify our main 
hypotheses concerning their integration. These are 
related to content, compositionality, i.e. role in 
building up truth-functional content for the 
embedded proposition, and scope of gesture. 
Hypothetically then, demonstrations (a) act like 
verbal elements in providing content, (b) interact  
with verbal elements in a compositional way, (c) 
may exhibit forward or backward dynamics, (d) 
involve a continuous movement over a time 
interval, comparable to suprasegmentals, and (e) 
can be described using discrete entities like the 
“

�
”. 
 Demonstrations introduce objects 

independently of the definite description (“object 
demonstration”) or act as restrictors of descriptions 

Constraint-based  
Syntax     

 
        Semantic    Representation 

                       
                
                           

           
 Satisfaction models for directives 

                       
       Empirical           coverage 
 
            
 
       Prototypical NL-cases 
 
   Simulated gestures: VR-data 
 
 
Experimental data                           
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(“restrictor demonstration”). Intuitively, this will 
invest demonstrations with two functions. 
However, this does not yet entail that they are 
ambiguous between two readings, regardless of the 
position of the stroke. There still could emerge 
arguments for a division of labour concerning 
semantics and pragmatics. Before we enter 
modelling gesture stroke, we report on the findings 
concerning stroke position from the empirical data. 
All findings are corroborated by statistical material 
(see Lücking, Rieser, Stegmann (2004)): 

 (1.) Stroke positions can be pre-N’, on-N’ or 
post-N’. Here data exhibit greater variation than 
commonly assumed: Demonstration does not occur 
before referring expressions unexceptionally. The 
proto-typical stroke position is on-N’. (2.) 
Demonstrations can fail. Descriptions they are 
associated with can denote nevertheless. In 
particular: satisfiable object demonstrations and 
corresponding non-satisfiable descriptions yield 
false propositional content. (3.) Object 
demonstration and restrictor demonstration are 
clearly separable and seem to cover together the 
classifiable data.  (4.) Stroke positions do not 
indicate object demonstration or restrictor 
demonstration preferences. (5.) A failing 
description can be completed by a restrictor 
demonstration. We can have elliptical descriptions 
in CDs. (6.) In case the description is satisfied on 
its own, a successful restrictor demonstration is 
redundant. (7.) Non-classifiability can arise with 
respect to stroke, direction or role of 
demonstration, description or completed 
description. 

The central problem is of course how to 
interpret demonstrations. This question is different 
from the one concerning the 

�
’s function tied to its 

position in the string. We base the discussion on 
the following examples showing different 
empirically found 

�
 positions and turn first to 

“object demonstration”: 
 

(13) Grasp 
�

this/that yellow bolt.  

(13a) Grasp this/that 
�

yellow bolt.   

(13b) Grasp this/that yellow 
�

bolt.  

(13c)  Grasp this/that yellow bolt
�

. 

 

5.2 Object Demonstration 

Our initial representation for the propositional 
frame of the demonstration-free expression is 

(14) 
�
P 

�
u(P 

�
v Fdir (grasp(u, v))). 

The 
�

  provides new information. If the 
�

 is 
independent from the reference of the definite 
description the only way we can express that is by 
extending (14) with v = y:  

(15) 
�
P 

�
u 

�
y(P 

�
v Fdir (grasp(u, v)  ∧  (v = 

y))). 

The idea tied to (15) is that the reference of v and 
the reference of y must be identical, regardless of 
the way in which it is given. Intuitively, the 
reference of v will be given by the definite 
description ιz(yb(z)) and the reference of y by  the �

. We could also work with a free variable, which, 
however, would have a different effect (see 
below). 

The Compositionality Problem Concerning 
Strokes 

(15) or the free variable solution may be interesting 
options for type-logical expressions  integrating 
referential expressions and demonstrations. 
However, an intuition frequently put forth is that 
demonstrations to objects act like constants in 
standard logical notation. Whichever route we 
want to follow, one thing is common to the three 
solutions: demonstrations are taken as referring 
terms, that is, we can represent them as either 

(16) (a) 
�
P

�
x.P(x) (bound variable)  

(b) 
�
P.P(x) (free variable)  

(c) 
�
P.P(a) (constant) 

(a), (b) and (c) do different things: (a) and (b) 
contribute content via an assignment, whereas (c) 
does so via the model’s interpretation function.  

In order to get a logical form for the whole 
directive, we must decide on the position of the 

�
 

in the string. We opt for (13), Grasp� this/that 
yellow bolt., which intuitively indicates that the 
reference of the 

�
 is independent of the reference 

of the definite description this/that yellow bolt. 
The bracketing assumed for the string is roughly  
(17) [grasp [

�
 this/that yellow bolt]].  
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This implies we have to find a representation for 
grasp which combines with 

�
P.P(a) first, followed 

by the definite description. A workable solution for 
this problem is (18), as the derivation based upon it 
shows:  

(18)   
�
Q

�
P 

�
u (P (Q (

�
y 

�
vFdir (grasp(u, v)  

∧  (v = y))))) 
�
P.P(a)     /*[grasp 

�
]  

(19)  Fdir (grasp(you, ιz(yb(z)))  ∧  ιz(yb(z)) =  

a).  

What can one say about (18)? There the reference 
is coded twice, once via the pointing gesture �
P.P(a) and once via the description ιz(yb(z)). The 

information exchange, so to speak, maintains a 
security principle. In most empirical data, 
however, demonstrations and verbal information 
show a sort of “division of labour”. We now turn 
to these cases. 

5.3 Restrictor Demonstration 

(13a) and (13b) above are the prototypical cases 
where demonstration is embedded into the 
description, hence the only thing that matters there 
is the set up of the description. Object 
demonstration case and restrictor demonstration 
case are similar insofar as information is added. In 
the object demonstration case, this is captured by a 
conjunct with identity statement; in the restrictor 
demonstration case the 

�
 contributes a new 

property narrowing down the verbally expressed 
one. The bracketing we assume for the string is 
roughly  

(20) [[grasp] [this/that [
�

yellow bolt]]].  

As a consequence, the format of the description 
has to change. This job can be done by  

(21) 
�
D

�
F

�
P.P(ιz(F(z)  ∧  D(z))). 

 The demonstration “
�

” in (13a) will then be 
represented simply by 

(22) 
�
y(y ∈ D),   

where D intuitively indicates the demonstrated 
region in the domain. We use the ∈-notation here 
in order to point to the information from the other 
channel. Under “⊗” this winds up to 

(23) ιz(yb(z) ∧ z ∈ D). 

Intuitively, (23), the completed description, 
indicates “the demonstrated yellow bolt”.  

Different stroke positions come with different 
compositionality problems. 

6 Polymorphism  of �  Captured in an 
Underspecification  Account 

To see what the real problems are if we want to get 
a stab at  multimodal semantics, consider the 
possible stroke positions marked in the labelled 
bracketing of example (13): 

(24) [S [S [VP [Vinf grasp] � pre-NP[NP [Dem this/that] � pre-N’ [N’ � pre-Adj[Adj yellow] � pre-N[N  bolt] � post-

N] � post-N’] � post-NP] � post-VP]] * � post-S]  

We have pre-occurrences and post-occurrences of � . The pre-occurrences are � pre-NP, � pre-N’, � pre-Adj, � pre-N; these are the post-occurrences: � post-N, � post-

N’, � post-NP, � post-VP. � post-S  we consider as not 
well-formed. At the same time, every occurrence 
can be paired with at least two readings, that is 
where the polysemy comes from. Seen from the 
point of view of our type-logical formulas for 
“object demonstration” and “restrictor 
demonstration”, 

(25) λP.P(a)  and  (26) λy (y ε D) 

we get the problem that there emerges a clash 
between the “natural” context-free syntactic 
category of �  and ist semantic function. We won’t 
solve that entirely here. Clearly, all the “post”-
occurrences of �  are problematic in a way, 
nevertheless they do occur. By way of solution, we 
can take up a suggestion of Sag and Wasow’s 
(1999) concerning underspecification and 
distinguish between descriptions, feature structures 
and models as follows: Descriptions can be 
underspecified, feature structures are complete in 
relevant respects and serve as models for linguistic 
entities. Underspecified descriptions are satisfied 
by sets of structures. Seen from this perspective, 
our discussion so far dealt entirely with the 
semantic side of structures. Now, we move on to 
descriptions. 
The underspecification model nearest the 
formalisms used here is the Logical Description 
Grammars  (LDGs) account of Muskens (2001), 
which has evolved inter alia from Lexicalised Tree 
Adjoining Grammars and D-Tree Grammars. The 
structures derived within LDGs are compatible 
with those we get in constraint based formalisms 
using AVMs, hence there is no big methodological 
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yellow 

difference between the assumptions made about 
the theory of grammar here and LDGs. The 
intuitive idea behind LDGs is that,  based on 
general axioms capturing the structure of trees, we 
work with a logical description of the input, 
capturing linear precedence phenomena, lexical 
descriptions for words and elementary trees. Then 
a parsing-as-deduction method is applied yielding 
semantically interpreted structures.  

We provide the main steps of an LDG-
reconstruction of the readings of (24) below.  

A graphical representation of the input is given 
in (27). ‘+’ respectively ‘-‘ indicate components 
which can substitute (‘+’) as against nodes to be 
substituted (‘-‘). Dotted lines represent dominance 
and solid ones direct dominance. Models for the 
description in (27) are in the parsing-as-deduction 
approach derived by pairing off + and – nodes in a 
one-to-one fashion and by identifying the nodes 
thus paired. “I.e., each +node must be identified 
with a –node and vice versa, but not two +s and no 
two –s can be identified”. (Muskens (2001), p. 
424). Words can come with several lexicalisations. 
The � -positions in (27) (a) to (d) have to be 
regarded as alternatives. 

 The logical description of the input has to 
provide the linear precedence regularities for our 
example Grasp the yellow bolt! Observe that these 
will be different from (27), which contains 
alternatives (a) to (d) for � -positions. (28) shows 
some precedence possibilities; the subindices on �  
are provided to facilitate understanding. 
 
(27)                     S 
 
   VP’ 
 
         VP+ 
 
                   V           NP−                               
 

(a)   N’+            (b)  Adj+                    (c) VP+ 
 �

         N−       
�

         Adj−               
�

      VP− 

 

(d)     NP+                    NP+                            N’+ 

 
     

�
      NP−     Det                                   Adj                                                                                                

                          the                N’−       Adj   
                                                                            N’− 

                   

            N+ 

 

 

bolt 
 

(28)  

(a) grasp < � pre-NP < this/that < yellow < bolt. 

(b) grasp < this/that < � pre-N’ < yellow < bolt. 

(c) grasp < this/that < � pre-Adj < yellow < bolt. 

(d) grasp < this/that < yellow  < � pre-N < bolt. 

(e) grasp < this/that < yellow < bolt < � post-N.  

(f) grasp < this/that < yellow < bolt < � post-N’. 

(g) grasp < this/that < yellow < bolt < � post-NP. 

(h) grasp < this/that < yellow < bolt < � post-VP.    

The description of the input must fix the 
underspecification range of the � . It has to come 
after the imperative verb, but that is all we need to 
state; in other words, that covers all the models 
depicted in (28). 

The lexical descriptions for words will have to 
contain the type-logical formulas for compositional 
semantics. From the descriptions of the elementary 
trees we will get the basics for the “pairing-off” 
mechanism. It is easy to see that we can establish a 
proof for the NP with � pre-NP yielding (28)(a). (27) 
(a), (b) allow us to extend the NP with � pre-N’ and � pre-Adj, respectively. The “post”-versions could be 
generated by lexical anchors roughly similar to 
(27)(a) to (d). Lack of space prevents us from 
explaining here what has to be done at the type-
logical level to ensure compositionality and well-
formedness. 

7 Discussion and Future Research 

One of the central questions is of course whether 
there is an alternative to the neo-PWQian point of 
view and the ensuing methodology. A PWQian 
approach leads quite naturally to an integrated 
theory. A viable alternative might be to try an 
approach stressing the difference (!) between NL-
expression and demonstration and to capture the 
role of demonstration in a different way, perhaps 
solely via the semantic model for the formal 
description chosen. Seen from this perspective, 
demonstration is an object with semantic impact 
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but it is not part of the language. By and large this 
would be a Kaplan point of departure. 

Keeping within neo-PWQian assumptions, the 
following points concerning the approach 
described here seem worthy of mentioning and 
need further detailed study: How can 
polymorphism/polysemy of demonstration be 
handled best? Will Logical Description Grammars 
do all there needs to be done? And, which division 
of labour between semantics and pragmatics is the 
correct one for setting up a theory of CDs?  In 
addition, describing the simple reference games 
familiar from the data in a real discourse games 
approach is a worthwhile target but the other 
problems have to be sorted out first. 
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Abstract

We present a classification-scheme for
describing the form (including intona-
tion) and function of clarification re-
quests (CRs) that is more fine-grained
than extant classifications, and a study
of a corpus of German task-oriented di-
alogues where we used this scheme to
annotate the occuring CRs. Among the
correlations between form and function
we found was a hitherto undescribed
correlation between intonation of CRs
and their interpretation, which could
possibly aid dialogue systems in inter-
preting CRs.

1 Introduction

Clarification requests (CRs), as exemplified by B’s
utterances in the mini-dialogues in (1), are of em-
inent theoretical as well as practical interest.

(1) a. A: Well, I’ve seen him.

B: Sorry, you have or you haven’t?

b. A: Did you talk to Peter?

B: Peter Miller?

c. A: Did you bring a 3-5 torx?

B: What’s that?

They are of theoretical interest because they are
a prime example of a dialogue move that is con-
cerned more with dialogue management than with
conveying propositional information, and hence
goes beyond what formal semantics was invented

to model. Arguably even stronger is the practical
interest in modelling CR, since practical dialogue
systems are constantly confronted with situations
where it would be beneficial if they could clarify
their understanding of a user’s utterance, or where
they must interpret a clarification requested by the
user.1 (To give an impression of the frequency of
this phenomenon even in human-human dialogue,
in our corpus we found that around 5.8% of all
turns were CRs.)

In this paper we hope to further both lines of
inquiry, by offering a theoretically motivated and
practically usable classification of CR uses and of
CR forms, and by investigating the link between
the two in a corpus of German spoken dialogues.
While we replicate (for a different language) some
of the results of earlier studies (Purver et al., 2001;
Purver et al., 2003), we argue for, and show the use
of, an analysis of form and function that is more
fine-grained than that underlying those studies.
We also make use of the fact that we had available
information about intonation in our corpus—a fea-
ture that significantly influences the interpretation
of CRs, as we show, and that could be used in prac-
tical dialogue systems to disambiguate CRs.

The remainder of this paper is organised as fol-
lows. In the next section we describe our multi-
dimensional classification of form and function of

1The semantics of (some kinds of) CRs is modelled for
example in (Ginzburg and Cooper, 2001; Larsson, 2003); see
below for some remarks on the former analysis. There is a
vast literature on dealing with clarifications in spoken dia-
logue systems, some very recent examples taking a more the-
oretical perspective include (Gabsdil, 2003; Larsson, 2003;
Schlangen, 2004).
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CRs and compare it to earlier classification at-
tempts. In Section 3 we give details about the cor-
pus study we conducted, whose results we present
and discuss in Section 3.2. In particular, we dis-
cuss the links between form-features and function
that are present in the corpus. We close with a dis-
cussion of the overall result, and of possible fur-
ther work.

2 Classification of CRs

2.1 Earlier work

In a number of papers, the most recent of which is
(Purver et al., 2001) (henceforth PGH), Jonathan
Ginzburg and colleagues have put forward a
scheme for classifying form and function of CRs,
which we will now discuss and relate to the one
proposed in this paper.

PGH classify CR-forms using the classes shown
on the left in Table 1. While these classes achieve
good coverage on the corpus (PGH report that only
0.5% of CRs were classified as other), we wanted
to explore the influence of individual features of
the form on the interpretation in more detail, and
hence we further analysed these classes and de-
vised a multi-dimensional classification. We will
describe our schema in detail below, but to give an
example of how it relates to PGH’s, in our schema
we ‘factor out’ the component “reprise” that is
found in several of PGH’s classes into a feature
“relation to the antecedent” (rel-antec), which
can take the values repetition, reformulation

and independent, independently from other fea-
tures. This allows us to make finer distinctions,
for example between “Paris?” and “The capital
of France?”, which as a reply to “I’m going to
Paris.” would both be classified as frg by PGH.
Our multi-dimensional approach also allows us
to emphasise similarities between forms; for in-
stance, PGH’s classes frg and lit have in com-
mon in our approach the value for a certain fea-
ture (both are literal repetitions of material from
the antecedent utterance), while having different
values for other features. Using such fine-grained
features, we can test for more fine-grained corre-
lations between form and function.

While PGH’s classification of CR-forms seems
to be generally correct (just not as fine-grained as

Class Description Example
non Non-Reprise “What did you say?”
wot Conventional “Pardon?”
frg Reprise Fragment “Paris?”
slu Reprise Sluice “Where?”
lit Literal Reprise “You want to go to

Paris?”
sub Wh-substituted

Reprise
“You want to go
where?”

gap Gap “You want to go to ...?”
fil Gap Filler “... Paris?”

oth Other Other
Class Description Paraphrase

cla Clausal “Are you asking/telling
me that ...X..?”

con Constituent “What/who do you
mean by ‘X’?”

lex Lexical “Did you utter ‘X’?”
corr Correction “Did you intend to utter

X (instead of Y)?”
oth Other Other

Table 1: CR forms and readings as classified by
(Purver et al. 2001)

possible), their classification of CR functions (or
readings, as they call them), shown on the right
in Table 1, seems more problematic. In particular
what they call the clausal reading of CRs seems to
be difficult in practice to delineate from the other
readings they define. For instance, given a situa-
tion as shown in (2), it is not clear why the clausal
reading should not be able to play the function the
authors assign to the constituent reading, namely
to clarify a referent. (The other direction is more
clearly distinguished: unlike the clausal reading,
the constituent reading cannot clarify an acoustic
problem.)

(2) A: Did Bo leave?

B: Who?

clausal: For which x are you asking whether x left?

constituent: Who’s Bo?

Moreover, it seems difficult to integrate CRs ask-
ing for clarification of intentions into this scheme:

(3) a. A: Push the red button.

B: Why?

b. A: Turn it on.

B: By pushing the red button?

To summarize, the problem seems to be that the
readings defined by PGH still abstract over differ-
ent reasons why one might want to make a CR—
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they are still too close to the ambiguity of “what
did you say?”.2 For these reasons we will in the
next section propose a different classification of
CR functions; first, however, we turn again to the
form of CRs.

2.2 Surface form of CRs

We now go through the features we use to describe
the form of the CRs.3 A few selected examples
for the different types are shown at the end of this
section in (4).
Mood The possible values of the attribute mood

are: a) declarative; canonical declarative word or-
der or fragment without a verb with falling end-
boundary tone.4 b) polar question; fully realised
syntactic polar interrogatives. c) alternative ques-
tion; d) wh-question; e) imperative; f) other.
Completeness The possible values for the at-
tribute completeness are: a) particle; or conven-
tional phrase, e.g. “pardon?”. b) partial; a syn-
tactic fragment, normally a phrase. c) complete; a
syntactically ‘complete’ sentence.
Relation to the antecedent The possible values
for the attribute rel-antec are: a) repetition; parts
of the problematic utterance are repeated literally.
b) addition; something is added to a literal repeti-
tion (most often a wh-word). c) reformulation; a
phrase is uttered that is co-referent to elements of
the original utterance, but is not a literal repetition.
d) independent; no elements of the problematic ut-
terance are repeated or reformulated.

We also classify CRs according to the intona-
tion with which they are uttered. Specifically, we
look at the end-boundary tone, marking it use an

2These readings are realised technically by a straightfor-
ward formalisation of these paraphrases in an HPSG frame-
work, using an illocutionary-act relation for the clausal read-
ing and a relation content for the clausal readings, where both
relations take signs as arguments. Since the formalisation is
so close to the paraphrases (and is in any case not backed up
by a formal semantics of the predicates used), we don’t think
we miss crucial details by using just the paraphrases in this
discussion here.

3We initially also used word order as a classification fea-
ture, but since it turned out not to have any predictive power
as to the possible function of a CR, we do not include it here.

4The name of this value is slightly misleading: it covers
all cases of non-interrogative word order, i.e. both declar-
ative sentences and fragments, and so a more appropriate
(but less immediately understandable) name would be “non-
interrogative”.

encoding that is related to ToBI (Silverman et al.,
1992), but somewhat simplified.

Boundary tone The values are: a) rising and
b) falling, which correspond to (X)H% and (X)L%,
respectively (X being an arbitrary tone).

A few examples for CRs of the types de-
scribed above are shown below, with the classi-
fication according to the above scheme shown in
typewriter font.

(4) a. K.: na hinten.

I.: vorne oder hinten?

K.: hinten.

(K.: well, to the back – I.: to the front or to

the back? – K.: to the back)

mood:alt-q,

completeness:partial,

rel-antec:addition,

bound-tone:falling

b. I.: hm ist doch (ei)n Klacks für dich.

K.: hä?

(I.: hm, that shouldn’t be a problem for you –

K.: eh?)

mood:other,

completeness:particle,

rel-antec:indep,

bound-tone:rising

c. K.: ich hab(e) aber noch zwei Stäbe.

I.: du hast noch zwei Stäbe?

(K.: But I still have two bars. – I.: you still

have to bars?)

mood:decl,

completeness:complete,

rel-antec:repet,

bound-tone:rising

d. I.: [. . . ] und der grüne sitzt obendrauf.

K.: obendrauf?

(I.: [. . . ] and the green one sits on top of it –

K.: on top of it?)

mood:decl,

completeness:partial,

rel-antec:repet,

bound-tone:falling

2.3 Function of CRs

We also classify the function of each CR instance
according to a multi-dimensional schema. The
most important dimension is the one specifying
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Level of action Kind of problem Example
1 execution / attention channel “huh?”
2 presentation / identification Acoustic problem “Pardon?”
3 signal / recognition Lexical problem “What’s a double torx?”

Parsing problems “Did you have a telescope, or the man?”
Reference resolution problem:
• NP-reference “Which square?”
• Deictic-reference “Where is ‘there’?”
• Action-reference “What’s to kowtow?”

4 proposal / consideration Problem with recognising or evaluating
the intention

“Why?” “You want me to give you
this?”

Table 2: Levels of action and associated problems

the likely source of the problem that lead to the
need for clarification. This dimension is related to
PGH’s readings, but, as discussed above, needs to
be more fine-grained and better defined. As the
basis of our classification we use the well-known
models of (Clark, 1996) and (Allwood, 1995),
to which we add some further (sub-)levels. The
other dimensions specify the extent and severity of
the problem, as described below. Lastly, we also
group under this heading a classification of the re-
action to the CR.
Source of the problem The models of (Clark,
1996) and (Allwood, 1995) describe four levels of
action involved in communication, each of which
is a possible locus for communication problems.
In Table 2 they are represented schematically, to-
gether with a specification of the kinds of prob-
lems that can occur on these levels, and some ex-
amples. As this specification shows, the levels can
be further subclassified, and this we have done for
our classification.5

The possible values for this feature correspond
to the column “kind of problem” in the table. For
reasons of space, we can only give the constructed
examples in the last column of the table here.
Extent This feature describes whether the CR
points out a problematic element in the problem
utterance (e.g., “To Paris?”, “I didn’t hear the sec-
ond word.”) or not; its possible values are yes
and no. Note that this is a function-feature, which
may or may not be strongly connected to the form-

5(Gabsdil, 2003) and (Larsson, 2003) similarly use these
models to classify CRs, and they are roughly at the same
level of fine-grainedness. (Schlangen, 2004) uses a more fine-
grained classification that is motivated by a formal semantic /
pragmatic processing model, but to strike a balance between
detailed analysis of the phenomenon and making annotation
possible, we have decided on the fewer levels described here.

feature “fragmental”, but is logically independent,
as the second example above, a full sentence that
points out a problematic element, shows.

Expectation / Severity This dimension describes
which action the CR initiator requests from the
other dialogue participant, or, to look at it from
another perspective, it describes how severe the
problem was. The possible values are: a) repeti-
tion/elaboration of previous material; the CR ini-
tiator asks for a repetition/reformulation of mate-
rial from the move to be clarified, possibly trig-
gered by a complete understanding failure. b) con-
firmation of the hypothesis; the CR initiator asks
for a confirmation of her/his understanding about
the content of the move to be clarified. I.e., a hy-
pothesis could be drawn, but agent is not confident
about its correctness. (4-b) above is an example
for the former, (4-a) for the latter.

Reply to the CR This feature classifies the reply
to the CR, not the CR itself. Its possible values
are: a) y/n-answer; b) repetition; an answer that
repeats an element of the problem utterance liter-
ally. c) reformulation; an anwer that reformulates
an element. d) elaboration; an answer that elab-
orates on (an element of) the problem utterance,
adding information. e) word definition; an answer
to a lexical question (“what does x mean?”). f) no
reaction; the CR addressee did not react.

Satisfaction of the CR-initiator This feature
records the reaction of the CR initiator to the reac-
tion of the CR addressee. The possible values are:
a) happy; the CR initiator seems satisfied with the
reply; this can be taken as an indication that the
interpretation of the CR addressee was correct. b)
unhappy; CR initiator renews request for clarifica-
tion.
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3 The Corpus study

3.1 Material and Method

Material We used the Bielefeld Corpus of Ger-
man task-oriented human-human dialogue (SFB-
360, 2000) (the scenario is that one dialogue par-
ticipant (DP) gives instructions to the other DP
to build a model plane), which consists of 22
dialogues, with 3962 dialogue turns and 35813
words.
Method In a first step, we identified the turns
containing CRs, which we then annotated for form
and function, using the MMAX-tool (Müller and
Strube, 2001). Annotation of the form classifica-
tion features was straightforward, as their values
can easily be read off of the surface form of the
CR, or, in the case of rel-antec, from CR and
problem utterance. The function of a CR of course
cannot as easily be seen from the form—to find
whether there is a reliable link is one goal of the
present study, after all. We used the reply of the
CR addressee, and the reaction of the CR initiator
to that reply as a guide for the interpretation that
was chosen by the DPs. Hence what we annotated
as ‘function’ could more properly be called “mu-
tually agreed upon interpretation of the CR”—and
that is not necessarily what the CR initiator might
initially have had in mind. Since “overanswering”
in certain configurations systematically addresses
several different problem sources (for example,
a reformulation of content answers both acous-
tic understanding problems as well as reference
resolution problems), this is a real methodologi-
cal problem for finding a link between form and
problem source. We circumvented this problem
by defining ambiguity classes for use in the cases
where we could not make a decision; this weakens
the overall correlations we report below, but makes
the ones we did find between form features and
unambiguously identified functions more valid.6

6This strategy is more cautious than the one chosen by
PGH. As they say, in cases of ambiguity “the response(s)
of the other DPs were examined to determine which reading
was chosen by them. The ensuing reaction of the CR ini-
tiator was then used to judge whether this interpretation was
acceptable.” However, this method is not infallible, as their
own example shows:

(i) George: [. . . ] with a piece of spunyarn in the wire.
Anon1: Spunyarn?
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Figure 1: Annotation scheme

Annotation scheme The annotation schema ba-
sically just implements the distinctions described
in Section 2, with ambiguity classes for function
as discussed above. It is shown in Fig. 1. Note
that we also recorded the distance between the CR
and the problem utterance.

3.2 Results

We identified 230 CRs in the 3962 turns we looked
at; this indicates that with 5.8% of turns this is a
rather frequent phenomenon in our corpus. (PGH:
just under 4%, but their corpus contained general
conversation, which might account for the differ-
ence.) The results of classifying these instances
and of testing for dependence between features are
reported in this section.

3.2.1 Distribution
Clarification seems to be a very local phe-

nomenon: in our corpus, 95% of all clarifica-
tions target the immediately preceding utterance
(PGH: 85%). This high number might reflect the

George: Spunyarn, yes.
Anon1: What’s spunyarn?
George: Well that’s like er tarred rope.

PGH use this as an example where the original interpreta-
tion was incorrect; however, in our opinion an interpreta-
tion seems equally likely where Anon1 first wanted to clar-
ify acoustic understanding, and, once this was accomplished,
clarified lexical understanding. To be on the safe side, we
annotated such cases with superclasses combining the sub-
classes it is ambiguous in.
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Mood:

72.04%
Declarative

12.60%

Wh-question

7.83%

Other

3.91 %
Alt-question

2.61 % Polar-question

Completeness:

76.52%
Partial

14.78%

Complete

8.69.%

Particle

Relation antecedent:

52.61%

Reformulation

24.78%

Repetition

13.04%

Addition

9.56%
Independent

End boundary tone:

62.17%

Falling

37.83.%

Rising

Source of the problem:

27.39%
Deictic ref.

24.35%

NP ref.

22.17%

Int+Eval.
11.74%

Acoustic

14.30 %
Ambigue

Expectation:

61.74%
Cont. confirmation

14.78%

Cont. repetition

8.70.%
No reaction

Answer:

44.78%

Y/N-answer

20.87%

Reformulation
13.04%

Elaboration

12.17%

Repetition

8.70%
No reaction

Satisfaction:

68.26%Happy

16.09%

Ambig

15.65.%

Unhappy

Figure 2: Distribution of values for form-features (top) and function-features (bottom)

task-oriented nature of the corpus, where ground-
ing presumably is more cautious compared to free
conversation, and potential problems are clarified
immediately.

Distribution of forms The frequencies for values
of the form-features are given by the pie-charts in
the top row of Figure 2. As this figure shows, the
overwhelming majority (76.5%) of the CRs in our
corpus were fragmental in form (PGH: 42.4%).
Since we separated our analysis into several di-
mensions, we can further analyse the class of frag-
mental CRs: 62.6% of them were reformulations
of previous content, 24.8% were repetitions. An-
other distinction not made in earlier studies is that
between rising and falling intonation. Using these
features, we can access different (sub-)types of
what PGH collectively call “reprise fragments”.
Indeed, four of the five most frequent types of CRs
were classified as syntactically partial (i.e., the
value for completeness is partial), with either
falling or rising as value for bound-tone and
either repet or reform as value for rel-antec.
(The one other type in the “top-five” being that of
conventional CRs.) We come back to these dis-
tinctions when we report the correlations between
form and function we found.
Another interesting observation is that most CRs
take up material from the problematic utterance in
some form, with only 9.6% of CRs being fully

independently formulated. Overall, these num-
bers seem to confirm the findings of PGH regard-
ing distribution of forms, showing that at least for
speakers of English and German behaviour with
respect to clarification seems comparable—useful
to know for designers of dialogue managers for
multi-lingual dialogue systems.
Distribution of functions The distribution of
values for the function-features can be seen in the
bottom row of Figure 2 (with the exception of the
feature extent, whose two values yes and no were
chosen 87.8% and 12.2% times, respectively).

As this figure shows, the most frequent prob-
lems were related to resolving references (just
above 50%, with 27.4% clarifying deictic refer-
ences, and 24.4% clarifying NP reference). 14.3%
of the CRs were annotated with a super-class,
meaning that their function was ambiguous in the
context. However, most instances, and most types,
could be classified unambiguously. The distribu-
tion of super-classes is instructive, showing for ex-
ample that the different kinds of problems at level
3 could be distinguished fairly well.

We found only one instance of a lexical prob-
lem, making our corpus non-representative for this
type of CR. We speculate that the reason is that
the vocabulary in this domain is very restricted
and domain specific, and known to the DPs. This
might also explain the relatively low frequency of
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acoustic problems, since a restricted vocabulary
may make recognition easier.

Most CRs in our corpus point out a specific ele-
ment in the problem utterance—this of course cor-
relates with the high number of fragmental CRs
found. Only 8.7% of CRs in our corpus failed
to elicit a response ((Purver et al., 2003): 17%);
again, this seems to be a difference between task-
oriented dialogue, where the task demands that
problems be clarified, and free conversation.

3.2.2 Correlations

We used χ2 to test for (in)dependence between
features of the surface form and function of CRs
(we used Yates’ correction to account for cases
where due to data sparseness there were expected
values below 5), and if there was a significant de-
pendence, Pearson’s φ to determine the strenght
of the correlation. The results of this test are
shown in Table 3, where the rows are the form
dimensions and the columns those of the func-
tion, and the cells show the results of testing for
(in)dependence between these variables (showing
χ2, χ2 with Yates’ correction, and Pearson’s φ).
Note that all tests are significant at P=0.001. For
reasons of space we can only pick out the most
relevant findings here for further discussion.

One very interesting result is that intonation
seems to disambiguate fairly reliably between CRs
clarifying reference and those clarifying acoustic
understanding, with rising boundary tones being
significantly more often used to clarify acoustic
problems and less often than expected to clarify
reference resolution problems, and complemen-
tary correlations for falling tones. (The confusion
matrix is shown in Table 4.) A similar distinguish-
ing tendency is shown by reformulations vs. repe-
titions, with the former being significantly often
NP reference resolution questions and the latter
acoustic clarifications.

Looking at mood vs. answer, one can see that
declaratives in general prompt yes/no-answers
(and hence confirmations of hypotheses) more
than reformulations of content, which in turn is
the most likely reaction to wh-questions. These
are nice results, showing that despite the fact that
both readings are in principle available for frag-
ments (cf. PGH), more clarity is achieved if a di-

rising falling

int+eval 24 (21.18) 32 (34.82) 56
deictic-ref 8 (20.43) 46 (33.57) 54
np-ref 8 (18.91) 42 (31.09) 50
acous 23 (9.08) 1 (14.92) 24
src-2+3 3 (2.27) 3 (3.73) 6
src-2+4 11 (6.81) 7 (11.19) 18
src-all 1 (0.76) 1 (1.24) 2
lex 0 (0.38) 1 (0.62) 1
src-3+4 9 (7.19) 10 (11.81) 19

87 143 230
χ2 Total: 63.23 (YC: 56.59); df = 8; φ = 0.52

Table 4: src x bound-tone

alogue system for example produces such forms
only if it wants to get a hypothesis confirmed, and
wh-questions if it needs more information about
an element of the problem utterance. Moreover, if
the hypothesis is one about the referent of an NP,
a reformulation is the best bet; if it is one about
acoustic understanding, a literal repetition might
be better.

3.3 Reliability

Although the complete annotation was only per-
formed once (by one of the authors), we did
test for reliability of what is intuitively the
most problematic feature, namely source of the

problem. This feature was annotated by a second
annotator, resulting in a κ (Carletta, 1996) of 0.70.
While this is not great (values between .67 and .8
are often seen to allow only tentative conclusions),
it is comparable to the results reported by PGH
(0.75), and reflects the difficulty of the task.

Where we cannot report reliability yet is for the
task of identifying CRs in the first place. This is
not a trivial problem, which we will address in fu-
ture work.7

4 Summary and Further Work

We have presented a fine-grained classification
scheme for form and function of clarification re-
quests. This scheme was used to annotate a corpus
of task-oriented dialogues, where about 4% of all
turns were found to be CRs—this confirms the ob-
servation that clarification is a quite frequent phe-
nomenon. Our fine-grained annotation scheme,

7As far as we can see, PGH have not tested for reliability
of doing this task either.
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source severity extent answer

mood indep. χ2-Σ: 106.52/96.58;
df = 8; φ = 0.48

χ2-Σ: 112.04/101.31;
df = 4; φ = 0.70

χ2-Σ: 72.90/72.64; df
= 20; φ = 0.28

bound-tone χ2-Σ: 63.23/56.59; df
= 8; φ = 0.52

indep. χ2-Σ: 14.85/13.29; df
= 1; φ = 0.25

indep.

rel-antec χ2-Σ: 142.85/114.62;
df = 24; φ = 0.46

χ2-Σ: 66.16/59.87; df
= 6; φ = 0.38

χ2-Σ: 98.49/90.55; df
= 3; φ = 0.65

indep.

completeness indep. χ2-Σ: 35.88/31.50; df
= 4; φ = 0.28

χ2-Σ: 94.54/86.98; df
= 2; φ = 0.64

indep.

Table 3: χ2 values for combinations of form- and function-features

and the fact that we annotated intonation, allowed
us to find correlations that have hitherto been un-
noticed, such as that described above between in-
tonation of CRs and their relation to the antecedent
utterance (repetition or reformulation) on the one
hand and reference resolution function or acoustic
clarification on the other hand. Information like
this could be of much use in dialogue systems that
are faced with the task of interpreting CRs by the
user which in theory are often multiply ambigous.

In further work we plan to connect our findings
to general theories of the interpretation of intona-
tion in discourse (e.g. (Gunlogson, 2001)), and we
also plan to collect more data, with which then au-
tomatic classifiers could be trained. Another in-
teresting extension of the research presented here
would be to also annotate features such as “quality
of the communication channel”, or “frequency of
clarified word”, which could further aid interpre-
tation.
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Jean Carletta. 1996. Assessing agreement on classifica-
tion tasks: the kappa statistic. Computational Linguistics,
22(2):249–254.

Herbert H. Clark. 1996. Using language. Cambridge Uni-
versity Press, Cambridge, UK.

Malte Gabsdil. 2003. Clarification in spoken dialogue sys-
tems. In Proceedings of the 2003 AAAI Spring Sympo-
sium. Workshop on Natural Language Generation in Spo-
ken and Written Dialogue, Stanford, USA.

Jonathan Ginzburg and Robin Cooper. 2001. Resolving el-
lipsis in clarification. In Proceedings of the 39th Meeting
of the ACL, Tolouse, France.

Christine Gunlogson. 2001. True to Form: Rising and
Falling Declaratives as Questions in English. Ph.D. the-
sis, University of California, Santa Cruz, CaliforniaUSA,
December.

Staffan Larsson. 2003. Interactive Communication Manage-
ment in an Issue-based Dialogue System. In Ivana Kruijff-
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Abstract

A new method for case-based natural
language dialogue system is presented.
This system deals with not only the ut-
terance sentences that are used in usual
case-based dialogue systems, but also
facial expression information to express
past cases. As a result, it can im-
prove the appropriateness of response
and present the system’s utterance along
with facial expression information to the
user. We show the advantage of our sys-
tem over other systems by using exam-
ples of dialogue provided by our system.

1 Introduction

A natural language dialogue is one of the best
ways for creating a man-machine interface. Al-
though many approaches for dialogue systems
have been proposed, including a template-based
approach (Weizenbaum, 1966) and a plan-based
approach (Allen et al., 1994; Carberry, 1990), in
this paper, we apply a case-based approach.

Case-based reasoning (CBR) is a reasoning
model that solves a new problem by using pre-
vious observations. Past cases, which consist of
pairs of problems and their solutions, are stored
in a case-base. The system recalls a similar case
to the new problem, and then the solution of the
selected case is modified to adjust to any differ-
ence between the new problem and the past prob-
lem. Finally, the system puts forward the modi-
fied solution as the solution to the new problem.

CBR has the following advantages over other ap-
proaches (e.g.,(Leake, 1996)):

� The cost of knowledge acquisition is low, be-
cause the system only has to record facts that
actually happen as cases.

� Knowledge maintenance is easy because the
system learns incrementally. The cases are
added automatically, and it is unnecessary to
take into account the consistency of knowl-
edge.

� Quality of solutions is increased even though
the domain is ill-defined, because the system
can treat phenomena that are difficult to for-
malize.

� Problem-solving efficiency is increased be-
cause the system gets shortcut to the success-
ful solution by reusing the case.

In applying the CBR model to dialogue sys-
tems, a past dialogue history is stored as a case
in a case-base. To generate a response, the system
retrieves a similar utterance to the current context
from the case-base, and modifies the response ut-
terance of the case to suit to the current situation.

In making a dialogue system, the advantages of
CBR are important for the following reasons:

� A large quantity of complicated templates or
planning rules must be used in the template-
based or plan-based dialogue system. It is,
however, quite difficult to make an enough
quantity manually. The case-based approach
reduces the cost of the knowledge acquisition
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and makes possible the system construction
easily.

� Knowledge maintenance is a thorny issue in
other approach. To develop the system’s vo-
cabulary, for example, it is often necessary
to revise the whole rule (because adding one
rule often means rewriting a large part of the
rules). In case-based approach, we just have
to add cases of utterances including the new
word.

� There are various ways to respond to one ut-
terance, and it is difficult to formalize them
as rules. The case-based approach is suitable
for such domain to provide the high-quality
solution.

� The template-based or plan-based systems
can not deal with unexpected dialogues. In
contrast, the case-based system has robust-
ness because they can always respond by
modifying a similar case.

Several dialogue systems have been developed
under the case-based approach. Murao et al. pro-
posed a spoken dialogue system to provide shop-
ping information to a person driving a car (Mu-
rao et al., 2003). To generate the response to
an utterance, this system uses hand-annotated dia-
logue cases collected by the Wizard of OZ (WOZ)
(Fraser and Gilbert, 1991) system in advance.
Okamoto et al. proposed a dialogue agent for web
guidance (Okamoto et al., 2001). This system is
based on the WOZ method, but it is combined with
case-based method for automatic response gener-
ation to reduce gradually the burden on the oper-
ator (wizard). The wizard checks each generated
response and corrects it only when it is inappro-
priate. However, these systems cause the prob-
lem that manual operation is required. This means
the advantage of the case-based approach (namely,
low construction cost) is lost.

On the other hand, as a case-based system with-
out hand control, a general-purpose chat system
was proposed by Inui et al. (Inui et al., 2001; Inui
et al., 2003). This system uses dialogue cases that
are collected through all interactions with users
and annotated automatically. The case is defined

as a sequence of utterances and its response. How-
ever, their system involves the problems described
below.

The first problem is that the similarity measure
only depends on the information obtained from
surface sentences of an utterance. As a result,
the system can not distinguish two utterances that
are the same sentence but have different intention.
The meaning of an utterance changes according to
how the word is expressed. For example, the re-
sponse to the utterance “Pardon?” in a normal,
puzzled, or angry manner should be just repeat-
ing the sentence, by saying it again with para-
phrase, or by saying something different. In this
way, natural human communication uses various
modes of information. According to the published
findings from psychological research (Mehrabian,
1972), only 7 percent of information is communi-
cated verbally (through words), while the remain-
ing 93 percent is communicated nonverbally (38
percent through the use of the voice, and 55 per-
cent through facial expressions, body posture, ges-
tures etc.). We believe nonverbal information is
therefore necessary for dialogue systems to inter-
pret the user’s utterances more correctly.

The second problem is that the system’s self-
learning is only addition of the cases. For exam-
ple, when the system tries to respond to “What’s
your name?”, the following two past dialogues are
put forward as similar cases:

Case 1:

A: “What’s your name?”
B: “Today is my birthday.”

Case 2:

A: “What’s your name?”
B: “My name is Mary.”

Although Case 1 is a system’s inappropriate auto-
matic response, Inui et al.’s system chooses it at
a probability of 1/2. Moreover, if the inappropri-
ate case is selected, another failed case (current
generated dialogue) is added to the case-base, and
increases the probability of a miss selection to 2/3
in the next selection. This is caused by the lack
of learning mechanism of distinction between suc-
cessful and failed cases.
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The third problem is that case selection depends
on only the similarity with current context, and the
system does not care for the following turn. For
example, there is a following two similar cases to
the user’s utterance “I lost my dear necklace”:

Case 3:

A: “I lost my dear necklace.”
B: “You’re so careless.”
A: “... Terrible!”

Case 4:

A: “I lost my dear necklace.”
B: “That’s too bad. Cheer up.”
A: “Thank you.”

Both Case 3 and Case 4 have the same utterance to
user’s input, and Inui et al.’s system chooses Case
3 at a probability of 1/2. However, the system’s
response in Case 3 angers the user, in comparison
with comfort in Case 4. As shown in this example,
it is important for case selection to consider the
following user’s reaction.

In light of the above-described problems, we
propose a new method for a case-based natural
language dialogue system. Although our system
is based on the system proposed by Inui et al., it
provides one solution to the problems described
above by using a user’s facial expressions that ac-
company their utterances. Our system uses the fa-
cial expressions for the following purposes:

� To improve the accuracy of similar case re-
trieval.

� To evaluate the appropriateness of similar
cases for optimal case selection.

� To enhance the system’s utterances to the
user.

2 Case-based Dialogue System using
Facial Expressions

The outline of our system is shown in Figure 1. In
this system, a user and the system give utterances
alternately, and one utterance consists of several
sentences and one facial expression. When a user
inputs one utterance, at first, the system extracts

sentences

morphological 
analysis

DA classification,
keyword extraction

facial expression
parameterization

similar case retrieval

optimal case selection

response generation

target facial
information

case-base

case
store

sentences

utterance 
transformation

DA, keyword, result 
of morphological 
analysis

facial expression parameter

similar cases

optimal case

input

output

past cases

Figure 1: System overview

the linguistic and facial information. Secondly,
the system considers the current context as a new
problem, and selects similar cases by using lin-
guistic and facial similarity measures. In the next
step, the appropriateness of each similar case is
evaluated by using facial information of user’s re-
action, and the optimal case is selected. Then, the
selected case is adapted to the current context to
generate the response to the user. Finally, the cur-
rent user’s input utterance and system’s output ut-
terance are added to the case-base.

2.1 Case Expressions

The case-base contains the time-series utterance
history. The form of one utterance is as follows:

ID Number

� Utterance number

Sentences(For each sentence:)

� String

� Result of morphological analysis

� Dialogue act (DA)

� Keywords (a noun,a verb,an adjective)

Facial expression

� Parameters to represent a facial expression
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Utterance number is a sequential serial number
of the utterance, and a DA is a type of sentence
indicating user’s intention. Keywords are mean-
ingful words indicating the topic of an utterance.

2.2 Utterance Transformation

When the user inputs one utterance, the utterance
transformation module transforms it to the same
form as with case expression.

First, the input sentences are divided into indi-
vidual sentences. A morphological analyzer (Inui
and Kotani, 1999) is used to analyze them into a
series of words and parts of speech, and passes the
results to the DA classifier (Inui et al., 2001) and
keywords extractor (Inui et al., 2001). The DA
classifier, trained from a DA-tagged corpus, deter-
mines a DA for each sentence. There are 17 types
of DA, as listed in Table 1.

Table 1: Dialogue acts

greet request comment reject
bye request (Y/N) deliberate

opinion confirm apologize
will request surprise

explain fact suggest thank
give reason accept

Meanwhile, keyword extractor computes the
weight of each word with heuristic rules which
focus on ”parts of speech”, ”kinds of characters”
(kanji, katakana, hiragana in Japanese), ”position
in the sentence” (as a substitute for syntactic anal-
ysis), and so on. Then, a triplet of a noun, a verb,
and an adjective is extracted as the keywords from
each sentence.

The facial expression is represented by 18 pa-
rameters. There are 15 characteristic points on
the eyebrows, eyes and mouth of the face, and the
value of each parameter is given as the distance
between two different characteristic points. The
parameters and the characteristic points are shown
in Figure 2. The nose has no characteristic points,
since change of the facial expression hardly ever
appears in the nose. An example result of an utter-
ance transformation is shown in Figure 3.

moving in Y axial direction

moving in X,Y axial direction

X

Y

Figure 2: Facial characteristic points and parame-
ters

“Let’s meet at a station. What time is best for you?”

P1 =1960,P2=2480, …, P18=4480Parameters of facial
expression

(station, meet, -), 

(time , -,  best)

Keywords

opinion, request_commentDA

[Let_VM0 , 's_VM0, meet_VVI, at_PRP, 
a_AT0, station_NN.]

[What_DTQ, time_NN1, is_VBZ, 
best_AJS, for_PRP, you_PNP, ?]

Result of
morphological 
analysis

Let’s meet at a station. What time is 
best for you?”

Strings

Figure 3: Example result of utterance transforma-
tion (original is in Japanese)

2.3 Similar Case Retrieval

The similar case retrieval module considers the se-
quence of the past

�
utterances during the current

dialogue as the current context, and selects similar
cases in contrast to the sequence of the utterances
in the case-base. In this paper, we set

�
to two.

Throughout this paper, we represent the current
context as /

�������	��
���
��
, where

�	�
is the last sys-

tem’s output and
��


is the current user’s input. On
the other hand, a case is a sequence of time-series�

utterances in the case-base, and it is expressed
as /
��� ����� � 
�� ��� ��
�� ��� 
�
�������
�� �����! �"�

, where
� �

is an
utterance with the utterance number # in the case-
base.

For calculating similarity between current con-
text and each case in the case-base, we use the fol-
lowing three methods:

1. DA-based matching

2. Keyword matching

3. Calculation of facial expression similarity
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The techniques that Inui et al. developed for
DA-based matching and keyword matching are
used in this module. DA-based matching is used
for the case filtering based on a type of sentences.
Keyword matching is the cost calculation based on
the number of matched terms. Refer to (Inui et al.,
2001) for further information. In this paper, the
similarity between two sets of keywords, � and

�
,

is expressed as � #������
	��
� 
 ��
 .
The similarity between two facial expressions,� and � , is calculated from Formula (1) using 18

parameters of distance between the characteristic
points.

� #������������ � 
 � 
 �
����
��� ��� ��� �! #�"$#%�  #
"
& 
��'�(*) � & 
 


(1)

where+-,
:weight of . -th parameter,/1032 ,

:maximum value of . -th parameter,465 .�7 and 8 5 .97 :value of . -th parameters of facial

expression 4 and 8 respectively

Then, the similarity between two utterances, :
and ; , is calculated by using both similarity for
keywords set and similarity for facial expression:

� #��<�=: 
 ; 
 �?> � #��@����	��
ACBD�  :�" 
 ACBE�  ;F" 
G1H � #����I�����J�
KML � B  :�" 
 KML � B  ;N" 
 
 (2)

whereO�P 8 5 Q 7 :a set of keywords of utterance Q ,RTSJU P 5 Q 7 :facial expression of utterance Q ,VXWZY :constant values

The similar case retrieval module calculates the
total similarity � #���[ �
\ � /

� 

/
��� 


by using Formula
(3), and retrieves ] most similar cases to the cur-
rent context /

�
.

� #��@[ �
\ � /
� 


/
� � 
 � � #��<� �	� 
�� � 
 G � #��<� ��
 
�� ��� � 


(3)

2.4 Optimal Case Selection

After similar cases have been retrieved from the
case-base, the optimal case selection module se-
lects an optimal case from them and uses it to gen-
erate the response to the user.

As mentioned in Section 1, it is important that
a case-based dialogue system guesses the follow-
ing dialogue and selects the case by measuring the
appropriateness of the look-ahead section of each
case in order to generate the appropriate response.

To measure the appropriateness, the user’s feed-
back information about the quality of a system’s
response is useful. As feedback information, our
system utilizes the facial expression of the ^ ut-
terances uttered right after the system’s response.
The number of ^ utterances is fixed at one, that is,
the system only uses the user’s utterance uttered
right after the system response. The case is, there-
fore, expressed as a quadruplet of the utterances.

The calculation of the appropriateness is ex-
plained informally as follows. As shown in Fig-
ure 4, after similar cases are obtained, utterance�`_

immediately following utterances
� �

and
�"


,
which are similar to the current context, is the can-
didate for the system’s response. The facial ex-
pression of a utterance

�Ea
right after the candi-

date utterance
�E_

is used as user feedback infor-
mation, and the system compares it with the tar-
get facial expression. The appropriateness of case
/
� � � ��� � 
�� ��� � 
�� ��� 
 
�� ��� _��

for the target facial ex-
pression b is formally represented as the following
Formula(4), by using the similarity for facial ex-
pression between

� ��� _
and b .

c � � � /
� � 
 b 
 �d � #������������
KML � B  � ��� _ " 
 b 
 (if b is desirable)e #<� #����I�������
KML � B  � ��� _ " 
 b 
 (if b is undesirable)

(4)

As the target facial expression, either a desirable
or an undesirable facial expression can be set. If
we set a desirable target, the similar case has pri-
ority for selection; and if it is an undesirable tar-
get, the priority of similar case is low. We adopted
a strategy of using a ”smiling face” for a desir-
able target and an ”angry face” for an undesirable
target. However, desirable facial expressions will
vary according to various factors, such as the do-
main of the system and the duration of a dialogue.
We therefore presume that users can dynamically
specify the target facial expression, and that more
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optimal case

…

previous output
similar

similar

case-base case current dialogue

similar cases

use for response

current input
c0

target facial 
information

c1
c2
c3
c4

c1
c2
c3
c4

c1
c2
c3
c4

c1
c2
c3
c4

Figure 4: Optimal case selection

than one facial expression can be set and switched
dynamically according to policy settings.

The optimal case selection module considers
two factors comprehensively to choose one opti-
mal case; one is the similarity to the current con-
text, and another is the appropriateness of cases
using the similarity to the target facial expression.
The optimality between current context /

�
and the

case /
� �

is calculated as shown in Formula (5).
Then, the case /

���
which has a minimum score of� � � � /

� 

/
��� 


is chosen as the optimal case.

� � � � /
� 


/
� � 
 ��� � #��@[ �
\ � /

� 

/
� � 
 G�� c � � � /

��� 
 b 
 

(5)

where� W�� :constant values

2.5 Response Generation

After an optimal case is selected, the system uses
third utterance in the quadruplet expression of the
optimal case as a template for the response utter-
ance. The adaptation of the template to the current
context is done as follows. The output sentences
are generated by replacing each keyword of the
template with the corresponding keyword in the
current context. To replace the keyword, we use
the Inui et al.’s technique (Inui et al., 2001), which
uses the keyword correspondence table made in
keyword matching process, is applied. On the
other hand, the facial expression of the optimal
case can be directly used as the system’s output.

2.6 Case Store

The case store module stores the pair of the user’s
input utterance and the system’s output utterance
in the case-base. As the dialogue is repeated, the
input and output utterances are accumulated in the
case-base in chronological order.

3 Empirical Evaluation

We made a prototype of the system for testing.
Compared with Inui et al.’s system (Inui et al.,
2001), the appropriateness of responses in our sys-
tem was confirmed to be better. Some examples
of actual dialogues that represent the advantage of
our system over Inui et al.’s system are given in the
following.

Dialogue example 1 (see Figure 5) shows the
advantage of using facial expression information
for similar case retrieval. Two input dialogues
containing the same sentences but different facial
information are considered. Although Inui et al.’s
system generated the same response for these in-
puts, our system generates more appropriate re-
sponses according to the input facial information.

On the other hand, dialogue example 2 (see Fig-
ure 6) shows the advantage of optimal case selec-
tion. Case 1 and Case 2 are selected as similar
cases to the current context, since utterances U1
and U2 are similar to those of the current con-
text. Inui et al.’s system chooses Case1 as a similar
case, although the user is angry in Case 1 because
the system’s response U3 is inappropriate. How-
ever, in our system, the facial expression shown in
Figure 7 was set as an undesirable target in this ex-
periment. The appropriateness of Case 1 is much
lower than that of Case 2, because the similarity
between the facial expression of U4 and the un-
desirable target facial expression is much higher.
Therefore, overall, the system uses Case 2 to gen-
erate the responses shown in Figure 6.

4 Conclusion

A new method for case-based natural language di-
alogue system was developed. To generate an ap-
propriate response, this system obtains the user’s
facial expressions and uses them to retrieve similar
cases to the current context. Moreover, the system
uses the user’s facial information to evaluate the
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S: “Shall we go to Tokyo Disneyland on Sunday?”U: “On Sunday?” S: “I heard that is a wonderful place.”

S: “Shall we go to Tokyo Disneyland on Sunday?”U: “On Sunday?” S: “How about on Saturday?”

Dialogue1-2

Dialogue1-1 previous output current input current output

Figure 5: Dialogue example 1 (original dialogue is in Japanese)

U1: “Do you  have any plans  for    U2: “I think I’ll go on a  trip to Kyoto.     U3: “I’m getting sleepy to       U4: “It’s not complex  at all.

this summer vacation? ” I’ll buy you a souvenir.” such complex listening.” Wake up and listen to me!”

Case1

Current dialogue previous output current input

current output

Case 2

S: “I’m looking forward to it. What is a famous souvenir from Kyoto?”

S: “Are you free this weekend?” U: “Sorry, I’m going on a business trip to Kyoto. But, I’ll buy you a souvenir.”

U1: “Do you  have any plans  for    U2: “I’m going  to Spain. I’ll buy       U3: “I’m looking forward to it.   U4: “Anything special you want?”

this summer vacation? ” you something as a souvenir.” What is a famous souvenir 

from Spain?”

Figure 6: Dialogue example 2 (original dialogue is in Japanese)
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Figure 7: Undesirable target facial expression

appropriateness of each case and to choose the op-
timal case. We plan to provide a more detail eval-
uation of our current system. After much exper-
imentation, we would like to show the advantage
of our system over other systems. We also plan to
adopt an automated recognition technique of facial
expression (Mase, 1991) to reduce the user’s task
because our current prototype system requires the
user to input the facial expression manually.
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Abstract

In this paper we describe the dialogue
sub-genre “information-seeking chat”,
which is distinguished from other kinds
of information-seeking dialogue (e.g.
travel information) by its more ex-
ploratory and less (single) task-oriented
nature. We present an approach to mod-
elling this kind of dialogue, based on the
notion ofweighted topic structures— a
single data structure that represents both
the domain knowledge and the dialogue
history, and we sketch an implementa-
tion of this approach in a typed dialogue
system.

1 Introduction

Both theoretical analyses of dialogue and imple-
mented dialogue systems have so far mostly fo-
cused on two main dialogue genres: strictly task-
oriented dialogue (as in the travel agent domain,
call routing applications, or collaborative problem
solving domains), or tutorial dialogue. In this pa-
per we describe another type of dialogue, which
we call “information-seeking chat”. This genre
is distinguished by its more exploratory and less
task-oriented nature, while still being more struc-
tured than general free conversation.

Our thesis is that this kind of dialogue can
be modelled with a simple taxonomy of dialogue
moves and a dialogue management (DM) strategy
based ontopic structure, where the main task of
the dialogue manager is to guide the user through

the pre-defined topic map. This topic map is a
declarative domain model (similar to an ontology)
that serves both as a representation of the domain
knowledge and as a repository for the discourse
history. (The model represents the discourse his-
tory insofar as during the course of the dialogue
it is annotated with information about which top-
ics have been broached or have been exhausted.)
Moreover, it is the only discourseplanning de-
vice the system uses, since it also records the ef-
fect of each utterance on the decision of which
bit of information to relay, which topic to explore
next. This surprisingly simple information struc-
ture can successfully model this important kind of
dialogue, as we argue here, and it also makes it rel-
atively easy to implement new applications cover-
ing other domains in this style—information about
companies, for example, or more generally about
structured fields of knowledge.

The remainder of this paper is organised as fol-
lows. Section 2 elaborates on the peculiarities
of “information-seeking chats”, and presents our
taxonomy of dialogue acts. A discussion of the
problems extant approaches to dialogue modelling
would have with this kind of dialogue leads over
to Section 3, where we describe our approach,
and the prototypical implementation. After dis-
cussing in Section 4 related attempts to reduce
dialogue management to representations of task-
knowledge, Section 5 sketches how our dialogue
manager fits in with the other modules of the sys-
tem that is under development. Section 6 finally
discusses evaluation issues, and further work.
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2 The Dialogue Genre

2.1 Information-Seeking Chat

Imagine that you are planning next year’s vaca-
tion, and that you want to find a destination that
offers both cultural attractions and leisure activi-
ties. Once a candidate emerges, you now ideally
want to have a conversation with a local represen-
tative, ask her a few specific questions about ac-
tivities you have in mind, but also be alerted by
her towards attractions you did not think about.
This conversation will wander from one aspect to
another, sometimes come back to a topic already
mentioned, and possibly sometimes digress to the
weather, or local football teams. The purpose in
any event is for you to form an impression of
an area that previously you knew only very little
about, guided by your interests and by what you
learn.

This kind of dialogue is rather different from
dialogues aiming at findingone particularpiece
of information or executing one particular trans-
action. While it does fall under the general rubric
“Inquiry Oriented Dialogue” defined by (Larsson,
2002) as shown below in (1), it is distinguished
from those kinds of inquiry activities by not being
driven by specific goals that can easily be decom-
posed into hierarchically ordered subgoals (like
“find a specific train connection”, which can be de-
composed into “get destination, start date, etc..”).
Rather, it is, at least at the beginning of the dia-
logue, only driven by relatively unspecific high-
level goals (e.g., “tell me something about city
XY.”) that are not as easily decomposed.1

(1) “[. . . ] the term Inquiry Oriented Dialogue, or IOD,
will henceforth be taken to refer to any dialogue
whose sole purpose is the transference of infor-
mation, and which does not involve any DP as-
suming (or trying to make another DP assume)
commitments or obligations concerning any non-
communicative actions outside the dialogue.” (Lars-
son, 2002, p. 17)

Hence, this kind of dialogue does not naturally
lend itself to an approach of goal-directed hier-

1Note that it is not excluded that such a dialogue might de-
velop into a more focused, traditional task-oriented dialogue.
For example, during an information-seeking chat, the inquirer
might become interested in a particular offering and want to
book a ticket. In our final system we plan to build in inter-
faces that can hand over control to other dialogue managers
designed for this kind of dialogue.

archical planning. Instead, it shows similarities
to “smalltalk” that drifts from one aspect of the
topic to another, while still being more constrained
than that by having a specific, albeit very gen-
eral, purpose. It is also much more a “mixed-
initiative dialogue” than for example a dialogue
in the well-known travel domain (as modelled in
the GoDiS system (Traum and Larsson, 2003) and
the DARPA Communicator systems), since both
interlocutors can quite freely open up new sub-
topics, declare one as closed, digress, or hesitate.2

Accordingly, this kind of dialogue requires im-
plementation strategies quite different from those
established for task- or transaction-oriented dia-
logue. We will propose one such strategy in Sec-
tion 3, but first we briefly summarise results of
a corpus study, which lends further motivation to
this choice of strategy.

2.2 Dialogue Flow and Dialogue Acts

We conducted a small corpus study, collecting text
dialogues (using a web-based chat tool) between
a domain expert and an information-seeker. The
only instruction we gave to the expert was to open
the dialogue with a standard opening (“Welcome.
This is Potsdam Tourist Information. How may
I help you?”); the scenario for the inquirer was
that they will be in Potsdam for a conference and
have to decide whether they should take the week-
end after the conference off and stay. All inquir-
ers were non-locals and not familiar with Pots-
dam. We collected 13 dialogues, of around 17
turns each.3 An excerpt of one of the dialogues
is shown in Figure 1 (annotated with the dialogue-
act-types that will be described presently).4

2However, therearedifferences between the dialogue par-
ticipants, and the boundaries of the roles of inquirer and ex-
pert are clear. For example, in our corpus (see next subsec-
tion) there is a tendency for the expert adviser not to cut off a
topic that is being talked about, and so topic-changes mostly
initiate with the user. In principle, however, both interlocu-
tors seem to have the same range of moves available at any
point.

3Which makes them rather short; this is possibly due to
the “simulation”-nature, but hopefully does not affect the rep-
resentativity of the dialogues.

4The collected dialogues are in German, but for reasons
of space we only show here an English translation. Since
the focus of the paper is on dialogue-management (and not
for example on dialogue act recognition), the observations
should largely be language-independent.
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dialogue 008
1 E: Hello. This is Potsdam Tourist Information. How may I helpyou? opening
2 U: Well, I’d like to know whether a weekend in Potsdam is worthwhile? switch-topic
3 E: A weekend in Potsdam is always worth your while, there are lots of nice things you can

do here.
tell-topic-general

4 U: Like what? ask-more-specific
5 E: For example, you can make a boat trip, or a sightseeing tour. Always popular with tourists

is Park Sanssouci.
tell-more-specific

6 U: Is all of this in the inner city? Can you walk to these things, or do you have to use some
kind of transport?

ask-more-attribute

7 E: It’s probably best to take the bus to the park, since it’s not really in the centre. By foot
it’s about 20 minutes. The busses leave from the central station. This is also where the
sightseeing tours start. The harbour is also only 5 minutes away from the station.

tell-spec-attribute

8 U: Sounds good. Are there any reasonably priced hotels near the station? switch-topic
9 E: There’s the XY-hotel close to the station. But in the centre there are also many other

places where you can stay.
tell-topic-general

[. . . ]
12 U: Are there things to do for kids as well? switch-topic
13 E: A popular attraction for kids is the filmpark in Babelsberg. You can get there with the

tram.
tell-topic-general

14 U: How far away is that? Which tramline? ask-more-attribute
15 E: It’s only two stops from the station. You take the S1 to Griebnitzsee, and then you walk,

it’s only 10 minutes. But you can also take the bus.
tell-spec-attribute

16 U: Only two stops, great. Is the entrance fee very high? ask-more-attribute
17 E: Entrance is 17 Euro for adults and 10 Euro for children. tell-spec-attribute
18 U: Not exactly cheap. What’s on offer there? ask-more-specific
19 E: You can visit the Ufa-filmstudio and take part in the shows. Apart from that, it’s like a

theme park, with roller-coasters and stuff.
tell-spec-attribute

20 U: Sounds good! I think I’ll stay in Potsdam for the weekend then. Thank you very much
for the information.

bye

21 E: My pleasure. Have fun in Potsdam. closing

Figure 1: An example dialogue, with dialogue-act annotation

We made the following observations:
• Firstly, the dialogues mostly seem to follow a
recursive pattern of dialogue moves: the user asks
for (further) information about a topic, which the
expert gives, thereby proposing alternative ways
of further exploring that topic. Then either one of
these alternatives is taken up, and a new sequence
is started beginning with this sub-topic, or else the
user jumps to a different topic and begins a se-
quence there. This pattern is illustrated by turns
4 to 8 in Figure 1: turn 5 offers several alterna-
tive answers to the question in turn 4, and the user
replies by inquiring more details. Then, in turn 8,
the user ends this subsequence and jumps to a new
sub-topic, which is then briefly explored. Turns
12 to 19 give an example of a sub-topic that is ex-
plored in more detail.
• Connected to this pattern is the observation that
most questions (and, since this is the preferred de-
vice for changing the topic, most topic shifts) are
initiated by the user: 89% of all questions come
from the user, with a proportion of 35% of all turns

being questions.
These are the requirements for modelling this

kind of dialogue, then: a) the dialogue manager
must allow for systematic exploration of a topic,
while b) allowing at all times user-initiated topic
shifts. It should be clear that finite-state based ap-
proaches (see e.g. (McTear, 1998)) are too rigid
for these requirements; they could only model this
amount of user-initiative if every state (represent-
ing a topic) not only had transitions leading to all
alternative sub-topics, but also toall other topics
as well—resulting in a number of states that is
hardly practical.

The flexibility afforded by information-state-
update (ISU) approaches (Traum and Larsson,
2003), on the other hand, seems better suited.5 In

5Note that we are talking here about the power of the
general approach of ISU-based dialogue management. The
extant systems following this approach, such as GoDiS for
example (Traum and Larsson, 2003), put some additional
constraints on the dialogue management, by being rela-
tively closely oriented towards template-filling and relying on
system-initiative to do this, and hence are not capable of han-
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this approach, dialogue is modelled as a sequence
of updatesof an (arbitrarily complex)informa-
tion staterecording discourse history as well as
beliefs and plans, governed byupdate-rulesthat
are triggered bydialogue actsand that produce
such acts, which abstract over different linguis-
tic realisations. Indeed, the notion ofproposalsas
used above fits in nicely with what (Larsson, 2002)
calls issues under negotiation, which are part of
his Information State. In this approach, issues are
represented as questions, and proposals are alter-
native answers to these questions. This mecha-
nism, however, does not say anything about where
the required semantic relations between questions
(whether two questions are independent—what we
would call a topic shift—or whether one further
specifies another) is stored.

Our claim is that an underlying hierarchical or-
ganisation of topics (much like an ontology mod-
elling the domain) is needed in any case, and that,
combined withweightsrepresenting discourse his-
tory, this is indeed theonlystructure that is needed,
obviating the need for storing explicit plans. This
idea will be explored in the next section, but first
we give the full list of dialogue-acts that we de-
rived from our corpus and use in our system (Fig-
ure 2). Together with the examples given, the
classes should be self-explanatory.6 Note that we
do not claim any general use for this set of acts be-
sides describing this specific dialogue-genre, and
that we have devised this set with our approach
to dialogue-modelling in mind. Nevertheless, we
have tested the coverage and reliability of this
mark-up scheme, by getting two naive annotators
to code up our dialogues. The achieved coverage
of around 98% of all utterances (i.e., only 2% were
marked asother) and the resultingκ value of.81
indicates the usefulness of the schema.

dling this kind of dialogue. That thegeneralapproach of ISU
should be flexible enough to model it, is perhaps not surpris-
ing: it is meant to be a general framework for implement-
ing and comparing dialogue management strategies, after all
(Traum and Larsson, 2003).

6The actshelp andgarbage are only used in the implemen-
tation (they mark requests for producing a system message
and recognition failure, respectively) and not for marking-up
the dialogue examples.

3 The Wanderer: Dialogue Management
with Topic Structures

3.1 Overview of the approach

The approach to dialogue management proposed
here inherits traits from very different traditions:
chatbots7 and ISU-approaches. From the for-
mer we import the robustness and the locality
of pattern-matching-based dialogue management,
while the latter give us a model for abstracting
from specific inputs by using dialogue-acts. In
the system, we explore the chatbot-like strategy of
letting local control decisions drive the dialogue
forward—local decisions which, however, need
access to an over-arching discourse model. This
discourse model in our approach is rather different
from earlier notions in that it is very closely related
to thecontentmodel of the system. More specif-
ically, we use a declarative, ontology-like model
of domain knowledge as the central repository of
information in the system; a repository that holds
not only the conceptual knowledge and the asso-
ciated linguistic forms, but also the information
about what has been talked about already and what
can or should still be put onto the agenda, repre-
sented as numericalweightson the topic nodes.
Consequently, it isthe content(together with, or
rather, also representing the dialogue history) that
is in charge of controlling dialogue flow—as op-
posed to other dialogue genres, where intentions
and goals are in the driver’s seat.

The ‘information state’ used in our system thus
is quite simple: it does not containexplicit goals
or beliefs or partitions; instead it contains an in-
stantiated domain model, dynamically enriched
with numerical information representing prefer-
ences for discussion.8 As described in the pre-
vious section, we do use dialogue moves as an
abstract layer between possible inputs and possi-

7Web-based systems for typed dialogue, using just pattern
matching, but with quite sophisticated implementations. See,
e.g.,http://www.alicebot.org.

8We stress “explicit” here, because the weights can be
seen as implicitly storing past intentions, and guiding the
overall intention of “staying on topic” and “exploring the
topic”, and there is the implicit plan for doing the latter,
namely by offering information about children nodes. More-
over, the dialogue acts of course represent communicative
intentions; the point is that no explicitplanningbeyond the
local decision on how to react to the last utterance is needed.
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Dialogue Act Example
ask-more

ask-more-general “Can you tell me more about Potsdam’s parks?”
ask-more-specific “Is there a park in Potsdam?”
ask-more-attribute “What are the opening times of the park?”

reply
reply-pos “OK.”
reply-neg “Not really, thanks.”

tell
tell-topic-general “Potsdam has four large public parks.”
tell-spec-attribute “ ‘Sans, Souci.’ was built in 1745.”

rule-out-topic “I am not that interested in parks.”
switch-topic “OK. What about museums in Potsdam? What’s on offer there?”
noncommittal “Oh well, I don’t know.”
digression “Parks are good. I really like a good barbecue in the park.”
bye “Thanks. That’s enough.”
opening / closing “Welcome. This is ...” / “Thank you and goodbye.”
help “Help!”
garbage

Figure 2: Dialogue Acts used to Describe Information-Seeking Chats

ble updates and also between update effects and
possible outputs; our notion of ‘update’, however,
is one of adjusting weights, which reflect the dia-
logue history as well as user’s statements regard-
ing her dis-/interest in particular branches of the
domain model.

3.2 The Implementation

We realised The Wanderer using adescription
logic (DL, see e.g. (Baader and Nutt, 2003)),
which has several useful properties: Being a
‘structured fragment’ of first-order logic, it organ-
ises knowledge in taxonomies and offers inference
mechanisms dedicated to and optimised for tax-
onomical reasoning—in particular,subsumption
checking. The knowledge base is split into a ter-
minological part (concepts and relations between
them) and an assertional part (specific instances
of the concepts/relations in the terminology)—
much like the class/instance distinction in object-
oriented programming. Subsumption is computed
among concept descriptions, and between instance
descriptions and concepts. Hence, DL-systems of-
fer sophisticated instance-retrieval: given an arbi-
trarily complex concept description, the DL finds
the set of instances satisfying the description.

In our approach, the terminology part has two
components: a model of the domain, and a model
of linguistic utterance types. More specifically, the
domain model serves as a taxonomy oftopicsthat
can be addressed in a conversation. In our example

application, the root conceptcity-topic is par-
titioned into entities such aspeople, buildings,
parks, lakes and the like, which in turn are
decomposed into more specific categories; e.g.
buildings can bepalaces, temples, museums

and so forth. Underpeople we assemble person-
alities of historic interest (the former kings, archi-
tects, gardeners, etc.) and those of importance for
present-day life. Concepts then can be related.
E.g., the domain model offers relations that link
buildings to architects, to construction years, to the
kings who commissioned the buildings, etc. Be-
sides the historic perspective, buildings can also be
related to things like street addresses and entrance
fees (relevant for museums or movie theatres). Fi-
nally, the most prominent relations spanning dif-
ferent sub-domains are subsumed by a generic re-
lation sim-topic, which will be explored when
the system initiates a topic shift.

Note that the terminology does not include any
Potsdam-specific entity—these all belong into the
assertional part of the knowledge base. The termi-
nology thus should be transferable to other cities
without too much effort. Instantiations of the con-
cepts then constitute the description of the city in
question:Sanssouci, Carlottenhof, Marmorpalais
and so on are thepalaces in Potsdam, linked to
their architectsKnobelsdorff, Schinkel, etc. Simi-
larly, specific movie theatres are linked to their re-
spective concrete entrance fees—and so forth for
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the entire model of Potsdam-related topics.
So far, we have described just static facts, with

no relationship to actual linguistic utterances. In
our implemented demonstrator (which aims at in-
vestigating dialogue strategy rather than linguis-
tic processing), the system’s utterances are largely
pre-fabricated. Instead of writing them entirely by
hand, however, we perform a semi-automatic map-
ping from the domain model to utterances that ver-
balise the facts of the model. Thus our terminol-
ogy also includes a taxonomy of utterance types
(essentially templates for different types of infor-
mation to be transmitted), and a mapping process
traverses the domain model and uses the utterance
templates to “compile” the set of system utter-
ances. Importantly, these utterances are againin-
stancesof the DL; their types are both the domain
topic and the kind of utterance. Domain topics
need not be leaves of the tree: there are for exam-
ple utterances aboutarchitects (The most prof-
ligate classicist Potsdam architects were Schinkel,
Persius and Hesse)as well as about the specific
architectschinkel (Schinkel was born in 1781
in Neuruppin); the former will be produced when
jumping to a new general topic and the latter only
when it is explored in more depth.

Turning now to the dialogue manager, the key
idea is, as indicated earlier, to associate numerical
weights with the topics. The weight of an instance
characterises its relative salience for the next step
of the conversation.9 When initialising a dialogue
session, weights are by default distributed evenly,
unless the content designer has already marked
some topics as more prominent than others (e.g.,
one of the palaces gets higher weight so it will
be the starting point when the discussion turns to
palaces). Similarly, the “kickoff topic” for begin-
ning the conversation (if the system rather than the
user sets the first topic) can be set by the content
designer by assigning it the highest overall weight.

After initialisation, the system then moves
through the following cycle: (1) get user input
(simplified, as described above) — (2) classify
this input into a dialogue-act and parameters —

9To keep the process of weight adaptation more transpar-
ent, we chose to ensure that the sum of all weights is kept
constant (so it can in fact be interpreted as a probability dis-
tribution).

(3) choose an output utterance — (4) update the
weights. The process stops when either the user
ends the conversation (system identifies a BYE-
act), or the system has nothing more to say, i.e.
when the entire topic range has been exhausted.

The DL we use (LOOM, (MacGregor and
Bates, 1987)) offers techniques from object-
oriented programming, which we use for realis-
ing the response strategy ofThe Wanderer: it is a
set of independentmethodsthat fire when a par-
ticular combination of dialogue-act and parameter
is identified in the user’s input. This corresponds
to the idea of local decision-making (see above)
but is realised more flexibly than in chatbots, as
more computation can be performed (exploiting
the DL’s services) to determine the optimal output
utterance. The first step consists of constructing
a concept description (consisting of domain topic
and, if applicable, linguistic types) that is handed
to Loom, whose query facility will find the set
of candidate utterances. Among these, the selec-
tion is made on the basis of the weights, i.e., the
highest-ranked utterance is chosen (with random
choice in case of a tie). Hence it is the weight
update mechanism evoked in step (4) that is re-
sponsible for steering utterance selection in order
to ensure coherence.

The following types of weight-update-functions
are implemented; they are used in the dialogue-
act-rules as described in Figure 3.10

U1 Increase weight of utterance set by n%;
U2 Reduce weight of utterance set by n%;
U3 Increase weight of utterance set by the amount
necessary to just outweigh all others;
U4 Reduce weight of utterance set to almost-zero.

An example shall illustrate this mechanism. In
the following, we show a (constructed) user ut-
terance, its dialogue-act-type, the effect on the
weights, and the system reply:

10Where ‘same node / sister’ in column ‘SYS UTT FROM
NODE’ means: if there is a non-exhausted utterance left at
same node, chose it; otherwise choose one from the highest-
ranked sister node. In row 4: the answer to a specific
attribute-question has to be looked up explicitly, and hence
the weight-based selection doesn’t apply. Rows 5,6: cur-
rently, the only system question to which the user REPLIES
is “Do you want to learn more about TOPIC?” (the “probe
question”). In 5-8, ‘sim-topic’ refers to thesim-topic-
relation (mentioned earlier) that abstracts over some specific
relations.
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USER DIAL.ACT SYS UTT FROM NODE WEIGHT UPDATE
1 ask-more same node / sister node and daughters: (U1 10)
2 ask-more-general mother mother and all her daughters: (U1 5)
3 ask-more-specific highest-ranked daughter all daughters: (U1 5)
4 ask-more-attribute A response: info on A none
5 reply-pos same node / sister node and daughters, sim-topics: (U1 5)
6 reply-neg sister / any other node and daughters: U4

sim-topics: (U2 5)
7 rule-out-topic T highest-ranked node outside Tnode and daughters: U4

prefer a probe question all probe questions: U3
sim-topics: (U2 5)

8 switch-topic to T new topic T (old) node and daughters: U4
don’t choose probe question nodes below T: U3

intro-q’s at T: U4
sim-topics-of-T: (U1 5)

9 noncommittal same node / sister none
10 digression mother all probe questions U3

node and daughters: (U2 5)
11 bye bye n/a
12 help print info none
13 garbage same node / sister none

Figure 3: The weight-update rules

“ What about cinemas?”—(switch-topic(cinema))—
(increase weight of cinema-topic and daughters,
and related entertainment topics)—“There are
four cinemas in Potsdam, the Thalia, Melodie,
UCI, and one in the Filmmuseum.”. | “Where
is the Melodie?”—(ask-more-attribute(location))—
(no effect on weights; retrieve attribute)—“It’s on
Ebert Street.”.| “Well.” —(noncommittal)—(no ef-
fect on weights, stay on topic)—“The entrance is
only 4 Euros.” (...)

It is clear that this mechanism has its limits. It
currently cannot handle conversations where two
topics are explored in parallel, and it also cannot
handle complex queries like “which of the parks is
closer to the central station?” (which however are
also beyond the scope of most dialogue systems).
While not being implemented at the moment, the
use of variables (for example for recording the
time of the visit) is possible, and sub-dialogues
could be launched to fill them.

4 Related Work

We have already related our approach to finite-
state-based and ISU-based approaches above; here
we focus on the idea of reducing dialogue control
to following a representation of domain knowl-
edge. The SwedishWAXHOLM system (Carlson
and Hunnicutt, 1996) goes some way in this di-

rection. It makes use of hierarchical topic-maps
as well, which however are only used for comput-
ing probabilities during topic spotting (see below
for our approach to this). The “construct algebra”
approach of Abella and Gorin (Abella and Gorin,
1999), used in theHMIHY-system, also explores
this reduction-strategy. It uses so-calledconstructs
that represent knowledge about the tasks that the
system can handle (e.g., call forwarding, or giv-
ing billing information), which are organised in an
inheritance hierarchy. Dialogue management then
consists in creating such constructs and applying
dialogue motivatorson them (for filling in miss-
ing information, for example), until the constructs
are satisfied (and hence the task is done). In our
approach, however, it is notknow-howthat is rep-
resented but rather topical knowledge.

Finally, the German SmartKom system has re-
cently promoted the use of ontologies in dialogue
systems (Gurevych et al., 2003), mostly for coher-
ence scoring. As we will sketch below, we also use
our ontology for this, but in addition, as described
above, we use it for the dialogue management as
well.

5 Sketch of the other modules

Although the focus of this paper has been on the
dialogue manager component of our system, we
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shall now briefly describe the context in which this
module works.

The matching of input to dialogue-acts is per-
formed by pattern-matching combined with key-
word spotting (the keywords being recorded on the
topic-nodes). E.g., we specify patterns like “Tell
me more aboutTOPIC”, whereTOPIC is a place-
holder for a keyword. Together with knowledge
about the current topic, a match resolves to either
one of the acts from the dialogue-act familyask-

more, or to a topic-shift. In case more than one
keyword matches, the hypotheses are ranked us-
ing the weights, thus making double use of this
device.11 This has certain similarities with the
chatbot approach of template matching; we plan
to upgrade this in the future to either a linguistic
analysis or a statistical model or a combination of
both.

6 Summary and Further Work

We have presented a brief study of the genre
“information-seeking chat”, and have suggested
that it has certain features distinguishing it from
the kinds of information-seeking dialogues (e.g.
travel information) predominantly modelled in di-
alogue systems, the main difference being that it is
less driven by specific task-level goals (“ask about
intended departure times”, for example) than by
the topical structure of the domain. We have pro-
posed a taxonomy of speech acts that can de-
scribe the moves in such dialogues; and we have
sketched a strategy to model such dialogues, to-
gether with an experimental implementation of
that strategy. Our prototype implementation relies
on a strict division between declarative domain
model and dialogue management, so that moving
the system to a new domain is a matter of replacing
the domain model, not one of re-programming.

Besides further developing the modules of the
system, we are also planning a more thorough

11While our system is based on written input at the mo-
ment, it should be possible to make the move to spoken in-
put, by using these patterns to compile out speech recognition
(SR) grammars and using the techniques of topic spotting de-
veloped in the spoken language community (seeinter alia
(Myers et al., 2000)). Of course, using automated SR would
mean that some sort of error-clarification mechanism would
have to be integrated, as for example described in (Schlangen,
2004), complicating the dialogue control mechanism.

evaluation of this component, through a Wizard of
Oz-study: a three-party dialogue where the wizard
classifies the user utterances into dialogue-act plus
parameters, and the system produces the replies
that are sent to the user. A questionnaire is used to
assess the user’s (dis-)satisfaction, as well as ob-
jective measures such as dialogue length, number
of misunderstandings, etc. The base line will be
given by a defective version of the dialogue man-
ager (that for example makes random topic shifts),
and a gold standard by evaluating human perfor-
mance on the same task.
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Abstract

In a recent paper it has been shown that
observers use referential form as an indi-
cation of how well acquainted interlocu-
tors are. In the present study it is investi-
gated if the referential  form used by the
speaker  influences  the  listeners  evalua-
tion of the speaker. An experiment  with
eighty subjects  was conducted.  Subjects
were  told  to  imagine  themselves  being
spoken to by a stranger and to rate how
agreeable  they  would  perceive  the
stranger  depending  upon  the  utterances
he or she made.  Sentences  that  referred
both implicitly and explicitly to a shared
experience. were employed in the experi-
ment. The results indicates that listeners
are  rating  speakers   as  more  agreeable
when  the  speaker  is  using  an  explicit
rather than an implicit form of reference .
Two explanations are suggested and the
results  are  discussed  in  relation  to rela-
tion  formation  in  text  based  computer
mediated communication. It is suggested
that referential  form could function as a
cue in this context. 

 

1 Introduction

Referring is a central  aspect  of communication,
and studies  of  referential  form, have generally1

shown that interlocutors follow Grice's cooperat-
ive  principle  of  communication:  “Make  your
conversational contributions such as is required,
at the stage at  which it  occurs, by the accepted
purpose of the talk exchanges in which you are
engaged” (Grice, 1975, p. 45). In deciding what
form of reference to use in a conversation,  the
speaker may take the listener’s perspective. For
instance  speakers  shape  their  way  of  referring
based on the assumed knowledge of the listener
(Clark  &  Wilkes-Gibbes,  1986,  Fussell  &
Krauss,  1992,  Isaacs  &.  Clark  ,  1987)  and  the
cognitive  load experienced (Horton  & Keysar,
1996,  Rossnagel,  2000).  It  is  also  well  known
that  the referential  expression is more effective
when the topic is introduced at a later stage in a
dialogue  (Krauss  &  Fussell,  1990).   The  first
time the topic is introduced, the referring could
be rather complex: 

“I’m looking for an invoice
from Doe et co, it’s pink
and letter-sized”.  

When  the  topic  is  introduced  anew  at  a  later
stage it’s shortened: 

1 But see Bard et al 2000, Keysar, 1994, Keysar, 1997.
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“Could you help me find the
invoice?”

Referring by using a pronoun, as an implicit ref-
erence, is an example of an extreme simplifica-
tion: 

“I have found it!” 
Implicit referring has two salient features, it is

efficient (for the speaker) and it is easily misun-
derstood. Take the following example. Two per-
sons, A and B, wait at a street corner for the light
to turn green. A young boy runs into the street
and is nearly overrun by a car. The boy makes it
over the street, the car continues, the light turns
green and A and B walk away. By coincidence A
stands behind B in line to by a newspaper later
that day and A says as they see each other:
 

1) “If he continues to be so
careless an accident is
bound to happened sooner or
later”. 

or

 2) “If that boy who ran out
into the street continues to
be so careless an accident
is bound to happened sooner
or later”. 

In example 1) A refers implicitly to the event
in his or her utterance. The utterance is efficient
but could also be misunderstood, for instance B
might  wonder  if  A refers  to  the  boy or  to  the
driver. According to Grice’s  cooperative princi-
ple of communication, A must phrase the utter-
ance so that it is quite evident for both A and B
what A refers  to. Thus in 1) A seems to imply
something like “You know what  I am thinking
about, and I know that you know”. The utterance
in example 2) does not carry the same implica-
tion. 

Recently it has been suggested that the refer-
ential form implies a relation between the inter-
locutors.  Svendsen  and  Evjemo (2003)  showed
that observers perceive interlocutors that use im-
plicit referring as having a closer relation than in-
terlocutors that make explicit references. Svend-
sen  and  Evjemo explained  the  phenomenon by

arguing that  an implicit  reference implies  more
than just a shared experience. Following Grice’s
cooperative principle, the speaker must be quite
sure  that  the  listener  remembers  the  event  and
that the listener understands what he or she is re-
ferring to. Thus they argued that an implicit ref-
erence  to  a shared  experience  implies  a  higher
degree  of  familiarity  between  the  interlocutors
than an explicit reference. Svendsen and Evjemo
further  showed  that  implicit  referring  occurs
more  often  between  family  members  than  be-
tween  colleagues,  while  it  is  less  frequent  in
phone conversations than in face-to-face conver-
sations.  They  suggested  that  the  latter  partly
could  account  for  the  alienation  felt  in  phone
conversations compared to face-to-face conversa-
tions.

In the  above-mentioned  study,  subjects  rated
interlocutors that used implicit referring as hav-
ing a closer relation than interlocutors that used
explicit  referring. The finding is hardly surpris-
ing  since  an  implicit  reference  to  some  topic
tends to be meaningless if the interlocutors have
no shared experience, while an explicit reference
to the same topic is meaningful. Thus, a person
that listens in on a conversation and assumes that
the interlocutors try to make sense to each other,
also must assume  that the interlocutors that use
implicit referring are better acquainted than those
who do not refer in this way - other things being
equal.  

While it is no surprise that a person listening
in  on  a  conversation  assesses  the  relation  be-
tween the interlocutors in this way, it is harder to
predict how the person spoken to would react to
being  spoken  to  in  an  implicit  versus  explicit
manner. First, it is quite possible that the listener
will  not  react  differently to utterances  referring
implicitly or explicitly to an earlier shared expe-
rience.  However,  it  could also be argued that  a
listener would prefer being spoken to in an ex-
plicit manner. In the above example B would re-
act  positively to being spoken to in an explicit
manner  because this  requires  less  mental  effort
on his or her part. It could also be argued that B,
under  certain  circumstances,  would  prefer  the
implicit utterance if an implicit utterance indeed
imply  familiarity  between  speaker  and  listener.
The present study tries to shed light on this issue
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by  investigating  how subjects  react  to  implicit
and explicit utterances.

2 Method 

An experiment was conducted to assess whether
the way a speaker refers to a shared experience
influences how the listener perceive the speaker. 

2.1 Subjects

Eighty subjects (Ss) aged 18 to 51 were recruited
from a broad population including university stu-
dents and teachers, pre-school personnel, under-
graduate teachers, researchers and administrative
personnel. The subjects were not given any com-
pensation for their participation.

2.2 Procedure

Ss were given a short text describing of an ima-
gined situation where they were standing in line
at the cashier  in a supermarket. A stranger was
standing next in line behind them. When Ss came
to the cashier they couldn’t find their wallet, and
after some searching, stepped out of the line and 

Table 1. The four sentences (A to D) used in the ex-
periment in explicit and implicit form

asked  the  stranger  to  pass  them.  The  stranger
passed, paid and left. After a moment they found

their  wallet,  paid  and  left.  Ss  were  further  in-
structed to imagine that they met the stranger at a
later time and that the stranger in this meeting ut-
tered one of four sentences. 

For each sentence Ss were asked to rate how
agreeable or sympathetic2 they would have per-
ceived the stranger to be if he or she had uttered
that sentence. The rating was done on a 7-point
Likert  scale,  with  the  anchors  “very little”  and
“very much”. Ss were given a sheet of paper with
a description of the situation,  the four different
sentences,  and  the  seven point  rating  scale  be-
neath each of the sentences. 

2.3 Design and analysis

The sentences had either an implicit or an explic-
it  form as  seen in  Table  1.  Subjects  were  ran-
domly divided into two groups, an “explicit – im-
plicit” group  and  an  “implicit-explicit”  group,
with  forty  ss  in each group. In the  explicit-im-
plicit group the subjects were presented with sen-
tence A in explicit form, sentence B in implicit
form, sentence C in explicit form and sentence D
in implicit form. In the  implicit – explicit group
the order  was reversed,  so that  sentence A had
implicit form, sentence B had explicit form and
so on.

Thus the independent variables were presenta-
tion order (order) with the levels “implicit – ex-
plicit”  and  “explicit  –  implicit”,  and  sentence
with four different levels corresponding to sen-
tence A to D. Order is a between groups factor,
while sentence is a repeated measure, within sub-
jects,  factor.  Thus the design is a 2 way mixed
model ANOVA with 2 X 4 levels. The dependent
variable was the Ss score on the Likert scale. 

A  significant  sentence effect  would  indicate
that  the  sentences  used  make  different  impres-
sions on the Ss, which is neither surprising nor
interesting. A significant  order effect  would in-
dicate that presentation order as such plays a part
in the  results.  That  would be a spurious effect.
The interesting effect is the order*sentence inter-
action.  A significant  interaction  would  indicate
that the referring used in the sentences influences

2 The exact wording in Norwegian was: “Hvor sympatisk opplever du denne
personen”. The Norwegian concept “sympatisk” is roughly equivalent to the
English concept agreeable. 

Sentences in explicit form:
 A) Did you find the wallet when you wanted to pay yester-
day?
 B) Did you get to pay when you were at the store yester-
day 
 C) It has happened to me a lot of times that I have been
standing 
 looking for  my wallet like you did when you wanted to
pay yesterday
 D) Did you have to leave empty handed or were you able
to pay at 
 the  cashier yesterday ?
 Sentences in implicit form:
 A) Did you find it?
 B) Did you get to pay?
 C) It has happened to me a lot of times.
 D) Did you have to leave empty handed?
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how agreeable Ss think the speaker is, thus sup-
porting that hypothesis.

3  Results

 The  analysis  reveals  that  both  the  factor  sen-
tence and  the  order*sentence interaction  are
highly significant (see Table 2).  As stated earli-
er,  a  significant  sentence  factor  merits  no  in-
terest.  The  significant  interaction  shows,
however,  that  referential  form  influences  the
listener’s evaluation 

Table 2: Results of ANOVA

of the speaker.  The interaction is easily seen in
figure 1. The dotted line represents the likeability
scores when the sentence A is uttered in it is ex-
plicit form, B in it is implicit, C in it is explicit
and D in it is implicit. The solid line represents 

Figure 1. Ss assessment of how agreable a speaker is
perceived depending upon the sentence spoken and
whether it refers explicitly or implicitly to the theme

 the scores  when the order  is  reversed,  that  is:
implicit-explicit-implicit-explicit.  In all  four  in-
stances, uttering the sentences in explicit form is
scored as more agreeable or sympathetic than ut-
tering the sentences  in implicit  form. Thus,  the

results  show  two  things:  First,  the  referential
form of an utterance influences how the listener
reacts  towards the speaker.  Secondly, given the
circumstances  of  this  experiment,  the  listener
prefers an utterance that is framed in an explicit
manner over one that is framed implicitly.

.

4 Discussion

 The results show that people react to referential
form and that an implicit way of framing a sen-
tence  makes  a  less  agreeable  impression  than
framing the sentence explicitly. The result can be
explained by what may be termed the  “effort-hy-
pothesis” eluded to earlier; that a sentence in im-
plicit  form  required  more  mental  effort  of  the
listener. Thus, a speaker that uses implicit refer-
ring makes it easy on him or herself by imposing
work on the listener. It is hardly surprising that
subjects find this the least likeable course of ac-
tion.  

The results could also be explained in another
way,  which  may be  coined  the  “relation-hypo-
thesis”. In the experiment the subjects were told
that  a  stranger  spoke  to  them.  A speaker  who
wishes to be understood and uses an implicit ref-
erence to a shared experience must assume that
the  listener  remembers  the  instance  referred  to
quite well, or else the speaker is in breach of the
Griceian  cooperative  principle.  Thus  a  speaker
using  an  implicit  reference  meta-communicates
to the listener that “I remember our previous en-
gagement quite well,  and I assume that  you re-
member  it  too.”  The  listener  presumably  inter-
prets  this  meta-communication  contingent  upon
his or her relation to the speaker. If the relation is
one that the listener wants or regards as positive,
he  or  she  would  probably  appreciate  that  the
speaker  remembers  their  earlier  engagement.  If
the  listener  does  not  want  any  relation  to  the
speaker, does not like the relation they have, or
does not know the speaker, the implication that
the listener remembers their shared history could
be interpreted as imposing and rude. It might be
argued that this is what happened in the present
experiment. 

The results do not indicate which of these ex-
planations to favor, but the explanations give dif-

 Order
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ferent  predictions.  The  “effort-hypothesis”  pre-
dicts that the listener would prefer the speaker to
use explicit  reference regardless of the relation-
ship the listener would like to have to the speak-
er. The “relation-hypothesis” predicts that the lis-
tener would prefer that the speaker use implicit
referring when the listener wants or regard a rela-
tion to the speaker as positive. Thus, further re-
search  should  make  it  possible  to  choose  be-
tween the hypotheses. 

The results might shed light on relation forma-
tion and impression formation in text based com-
puter  mediated  communication  (CMC).  Classic
theories of media choice and media effects, with
the so called 'cues filtered out' perspective (Cul-
nan  and  Markus,  1987)  predict  that  computer
mediated communication would lead to task ori-
ented  communication  and  little  or  no  relation
forming because  the  media  lacks  the  ability  to
convey non-verbal cues (Daft and Lengel, 1984,
Rutter  1987,  Short  et  al  1976,  Sproull  and
Kiesler,  1986) However,  it  is  well  documented
that  relationships  are  formed  through  CMC
(Kummervold et al 2002, Lea and Spears, 1995,
Park and Floyd, 1996, Utz, 2000). This has led to
theories  that  explain relation formation in spite
of a largely textual communication channel (Jac-
obson,  1999,  Lea  and  Spears,  1995,  Walther,
1992).  These  theories  assume that  interlocutors
are motivated to develop impressions of others in
spite of limitations in media, and that they utilize
the cues they have at their disposal both to give
and gain information. The relation forming pro-
cess  takes  longer  however,  since  few  cues  are
available [Walter, 1992, Walter et al 2001). 

Research aimed at  uncovering the cues  used to
convey impressions and build relations in CMC
points  to verbal  and textual  cues,  like  self  dis-
closure,  language  intensity,  participants’ screen
names,  form  of  address,  and  the  discourse  in
which  they  engage  as  central  (Jacobson,  ibid,
Walter  and  Burgoon,  1992).  Further,  partici-
pants’ linguistic style seems to play a role (Lea
and Spears,  1992).  Apart  from the verbal  mes-
sages themselves, chronemic cues, ie information
about  when  messages  have  been  sent,  and
emoticons or smilies have been shown to play a
role  in  assessment  of  messages  (Walther  and
D’Addario, 2001, Walther and Tidwell, 1995).

  Granted that referential form influences how in-
terlocutors  perceive  each  other,  as  the  present
results  indicate,  referential  form  must  be  con-
sidered a new candidate as a cue users may em-
ploy in assessing each other on-line. This is espe-
cially the case since referential form can be ma-
nipulated just as well in text as in speech. 

The  present  research  will  be  continued  with
two foci. First it will be investigated which of the
two hypotheses set forth earlier fit the facts best.
Secondly,  the  use  of  referential  form in  CMC
will be investigated..

References
Bard, E G, Anderson, A H, Sotillo, C, Aylett, M, Do-

herty-Sneddon, G, & Newlands, A Controlling the
intelligibility of referring expressions in  dialogue.
Journal  of Memory and Language, 42,1(2000),  1-
22.

Clark, H H, & Wilkes-Gibbes, D. , “Referring as a col-
laborative process”, Cognition, 22 (1986),1-39.

Culnan, M J.; & Markus, ML. Information technolo-
gies. In F. M. Jablin, et al, Eds, Handbook of orga-
nizational  communication:  An interdisciplinary
perespective.  (420-443).  Newbury  Park,  CA:
Sage1, 1987.

Daft R, Lengel R H. Information richness: A new ap-
proach to  managerial  behavior  and  organizational
design. In Staw B, Cummings L L, (eds) Research
in Organizational Behavior. Greenwich, Conn. JAI
Press, 191-233, 1984.

Fussell, S R. & Krauss, R M. Coordination of knowl-
edge  in  communication:  Effects  of  speakers'  as-
sumptions about others' knowledge. Journal of Per-
sonality  and  Social  Psychology, 62  (1992),  378-
391.

Grice, H P.  Logic and conversation, in Cole, P. and
Morgan, J. (eds), Speech Acts, New York, Academ-
ic Press, (1975), 41-58. 

Horton, W S & Keysar, B When do speakers take into
account common ground? Cognition, 5, (1996),91-
117

Isaacs,  E A, &. Clark H H. References in conversa-
tions between experts and novices. Journal of Ex-
perimental Psychology: General, 116, (1987), 26-
37 

Jacobson,  D.   Impression  Formation  in  Cyberspace:
Online  Expectations  and  Offline  Experiences  in
Text-based Virtual Communities,  Journal of  Com-
puter-Mediated Communication, 5,1,(1999)

129



Keysar,  B.   The  illusory  transparency  of  intention:
Linguistic perspective taking in text. Cognitive Psy-
chology 26, (1994)165-208

Keysar,  B.  Unconfounding  common  ground.  Dis-
course Processes, 24, (1997), 253-270. 

Krauss, R M & Fussell,  S R. Mutual knowledge and
Communicative  effectiveness  In  J.  Galegher,  R.
Kraut, C.  Edigo (eds) Intellectual Teamwork. Hils-
dale: LAE 111-145, 1990.

Kummervold P E, Gammon D, Bergvik S, Johnsen J
A, Hasvold T, Rosenvinge J H. Social support in a
wired world:  Use of  mental  health  discussion  fo-
rums in Norway. Nordic Journal of Psychiatry; 56
2002), 59-65

Lea, M., & Spears, R. Paralanguage and social percep-
tion in computer-mediated communication. Journal
of Organizational Computing. 2, (1992) 321-341.

Lea, M., & Spears, R. Love at first byte? Building per-
sonal relationships over computer networks. In J. T.
Wood  & S.  Duck (Eds.),  Understudied  relation-
ships:  Off  the  beaten  track, 197-233.  Newbury
Park, CA: Sage 1995

Parks,  M.  R.;  &  Floyd,  K.  Making  friends  in  cy-
berspace.  Journal  of  Communication,  46,  80-97
also  Journal of Computer Mediated Communica-
tion,46,1(1996).

Rossnagel, C. Cognitive load and perspective taking:
applying the automatic-controlled distinction to ver-
bal  communication.  European  Journal  of  Social
Psychology, 30 (2000) 429-445

Rutter  D  R.  Communicating  by  Telephone.  Oxford,
Pergamon Press, 1987

Short J, Williams E, Christie B. The social psychology
of telecommunication. London, Wiley, 1976

Sproull,  L.,  & Kiesler,  S.  .  Reducing social  context
cues: Electronic mail in organizational communica-
tion.  Management  Science,  32,11  (1986)1492-
1512.

Svendsen, G.B. & Evjemo, B. Implicit referring as an
indication of familiarity in face-to-face and phone
conversations. Proc.  Interact 2003, 920-923.

Walther, J B. Interpersonal effects in computer medi-
ated interaction: A relational perspective. Commu-
nication Research, 19,1(1992) 52-90.

Walther,  J.  B.,  & D'Addario,  K.  P.  The  impacts  of
emoticons on message interpretation in computer-
mediated communication. Social Science Computer
Review, 19,(2001) 323-345.

Walther, J. B., & Burgoon, J. K.  Relational communi-
cation  in  computer-mediated  interaction.  Human
Communication Research, 19,1(1992) 50-88

Walther, J. B., Slovacek, C., & Tidwell, L. C. .  Is a
picture worth a thousand words? Photographic im-
ages  in  long  term  and  short  term  virtual  teams.
Communication Research, 28, (2001)105-134.

Walther,  J.  B., & Tidwell, L. C.  Nonverbal cues in
computer-mediated  communication,  and the effect
of chronemics on relational communication.  Jour-
nal of Organizational Computing, 5, (1995) , 355-
378.

Utz, S. Social information processing in MUDs: The
development of friendships in virtual worlds. Jour-
nal of Online Behavior,  1,1(2000).

130



Semantics, Dialogue, and Reference Resolution

Joel Tetreault
Department of Computer Science

University of Rochester
Rochester, NY, 14627, USA

tetreaul@cs.rochester.edu

James Allen
Department of Computer Science

University of Rochester
Rochester, NY, 14627, USA

james@cs.rochester.edu

Abstract

Most pronoun resolution research has
focused on written corpora while using
syntactical and surface cues. Though
big gains have been made in this domain
with those methods, it is difficult to do
better than the 80% coverage in these
domains without some world or seman-
tic knowledge. We investigate this issue
by incorporating rich semantic informa-
tion into a proven reference resolution
model over a very difficult domain of
human-human task-oriented dialogues.
Our results show that semantic informa-
tion greatly improves performance and
can even be viewed as a substitution for
the usual syntactic filters.

1 Introduction

In this paper we present an automated corpus-
based analysis of pronoun coreference resolution
using semantics in a spoken dialogue domain.
Most work in pronoun resolution has focused on
using syntactic and surface features such as word
distance or number of mentions to help improve
accuracy rates. While many of these methods per-
form quite well on large corpora, (for example,
(Tetreault, 2001), (Mitkov, 2000)), it seems that
these methods can’t do much better than 80% ac-
curacy. Error analyses from these studies suggest
that other information such as discourse structure,
semantic information, reasoning, etc. is required

to resolve these hard cases, which typically elude
most pronoun resolution algorithms.

In addition, while most empirical work in the
field has used large corpora of written text as the
basis for evaluation, very little work has been con-
ducted on spoken dialog domain, which are very
important for use in natural language understand-
ing systems. These domains are much more diffi-
cult than their written counterparts because speech
repairs, interruptions, and other disfluencies make
it hard to get reliable parses, and also very hard
to track the focus (Byron and Stent, 1998). For
example, (Byron, 2002) showed that syntax and
salience metrics that would perform at 80% on
Wall Street Journal articles could only perform at
37% over a large task-oriented spoken-dialog do-
main. Clearly, something other than syntax and
surface methods are necessary for successful refer-
ence resolution. Furthermore, what work has been
done in reference in spoken dialogs has focused on
distinguishing between coreferential and demon-
strative pronouns, and then the different types of
demonstratives, and then trying to resolve each
type (Eckert and Strube, 2000), (Byron, 2002).
These metrics typically use semantic information
of the verb and tracking of acknowledgments to
determine type.

In our study we assume knowledge of the type
of each pronoun and focus our work on coreferen-
tial pronouns specifically. This research is novel
in two ways - first, we use semantic knowledge
generated from a deep parser, along with surface
constraints to aid in resolution; second, we eval-
uate our algorithm over a large spoken dialog do-
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main. The results show that including semantics
improves reference resolution. In the following
section we discuss our spoken dialogue corpus.
Next we discuss the algorithm and close with re-
sults and discussion.

2 Corpus Description

Our corpus consists of transcribed task-oriented
dialogs between two humans called the Monroe
domain (Stent, 2001). In these domains, one par-
ticipant was given the task of resolving several
medical and weather emergencies in a city by allo-
cating resources to resolve all of them in a timely
fashion. The other participant acted as a system to
aid the first in planning.

Corpus construction (Swift et al., 2004) and
(Tetreault et al., 2004) consisted of three phrases:
disfluency annotation, parsing, and reference an-
notation. We annotated our corpus for disfluencies
by marking all repeated phrases, repaired phrases,
and also marking incomplete and ungrammatical
sentences. Examples of incomplete and ungram-
matical utterances are: Actually it’s right a ab and
So ambulance sends generator.

After removing the disfluencies, each sentence
is parsed by a broad-coverage deep parser. The
parser works by using a bottom-up algorithm and
an augmented context-free grammar with hierar-
chical features. The parser uses a domain inde-
pendent ontology combined with a domain model
for added selectional restrictions and to help prune
unlikely parses. The output is a syntactic and se-
mantic representation of a sentence.

The semantic representation is a flat unscoped
logical form with events and labeled semantic
roles. Each term has associated with it an identify-
ing variable, semantic relationships to other terms,
and a semantic vector describing the term. The
vector is a typed feature list meaning that there
is a main type associated with the term (in our
case, one of: physical object, abstract object, situ-
ation, and proposition) which licenses certain sec-
ondary features. For example, a physical object
type would license features such as form, origin,
mobility, intentional, etc. Likewise, a situation
feature type would license features such as aspect,
time-span, cause, etc. Each feature has a list of
possible values. Some are binary such as the con-

tainer feature which means an entity can either
hold something, or it can’t. And some have a wide
range such as mobility: fixed, self-moving, non-
self-moving. Examples of a term and the semantic
vector (see the :SEM field) for the entity (an am-
bulance) are shown in Figure 1.

The parser was run over the entire corpus of
1756 utterances and its syntactic and semantic
output was handchecked by trained annotators
and marked for acceptability. The parser was
able to correctly parse 1334 (85%) of the utter-
ances. Common problems with bad utterances
were incorrect word-senses, wrong attachment in
the parse tree, or incorrect semantic features. For
our purposes, this meant that there were many pro-
nouns that had underconstrained semantics or no
semantics at all. Underconstrained pronouns also
can be found in utterances that did parse correctly,
since sometimes there is simply not enough infor-
mation from the rest of the sentence to determine
a semantics for the pronoun. This becomes prob-
lematic in reference resolution because an under-
constrained semantics would tend to match every-
thing. We decided not to manually parse the utter-
ances that did not parse correctly because we felt
a reference resolution model operating in a spo-
ken dialogue domain will have to deal with bad
parses and one wants their results to reflect the
“real world” situation. Sentences deemed ungram-
matical or incomplete were omitted from the pars-
ing and hand-checking phase. We felt that since
there were pronouns and possible antecedents in
these utterances, it is necessary to maintain some
representation of the utterance. So each term in
these sentences were generated manually.

The third phase involved annotating the refer-
ence relationships between terms. We annotated
coreference relationships between noun phrases
and also annotated all pronouns. Our annotation
scheme is based on the GNOME project scheme
(Poesio, 2000) which annotates referential links
between entities as well as their respective dis-
course and salience information. The main differ-
ence in our approach is that we do not annotate dis-
course units and certain semantic features, since
most of the basic syntactic and semantic features
are produced automatically for us in the parsing
phase. We labeled each pronoun with one of the
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(TERM :VAR V213818
:LF (A V213818 (:* LF::LAND-VEHICLE W::AMBULANCE)
:INPUT (AN AMBULANCE))
:SEM ($ F::PHYS-OBJ

(SPATIAL-ABSTRACTION SPATIAL-POINT) (GROUP -)
(MOBILITY LAND-MOVABLE) (FORM ENCLOSURE)
(ORIGIN ARTIFACT) (OBJECT-FUNCTION VEHICLE)
(INTENTIONAL -) (INFORMATION -)
(CONTAINER (OR + -)) (TRAJECTORY -))
)

Figure 1: Excerpt semantic features for “an ambulance”

following relations: coreference (pronoun is in an
identity relation with another explicitly mentioned
entity), speaker (one of the discourse participants),
action (pronoun refers to an event), demonstrative
(pronoun refers to an utterance or discourse seg-
ment), and functional (pronoun is related to an en-
tity by an indirect relationship). We had a team of
annotators work on the files and agree on how to
tag each pronoun.

After the annotation phase, a post-processing
phase identifies all the noun phrases that refer to
the same entity, and generates a unique chain-id
for this entity. This is similar to the ������� field in
the GNOME scheme. The advantage of doing this
processing is that it is possible for a referring ex-
pression to refer to a past instantiation that was not
the last mentioned instantiation, which is usually
what is annotated. As a result, it is necessary to
mark all coreferential instantiations with the same
identification tag.

So the final parsed corpus consists of lists of en-
tities for each sentence. These entities are verbs,
noun phrases, etc, and each has a semantic vec-
tor associated with it, though at varying degrees
of acceptability depending on the parser success.
Noun phrases and pronouns entities are annotated
for reference.

3 Algorithm

We use a modified version of the Left-Right Cen-
tering algorithm (LRC) (Tetreault, 2001) to deter-
mine how much of an effect using semantics has
in pronoun resolution in a spoken dialogue. We
selected this algorithm because it is easy to use
and has performed well in other large domains. It
works as follows: while processing a sentence, put

each noun phrase encountered on a temporary list,
and once the sentence has been completely pro-
cessed, place the temporary list on a history stack.
When a pronoun is encountered, we first search the
temporary list’s elements from left to right taking
the first entity (noun phrase) that fits constraints
imposed by the pronoun and the context. If a suit-
able antecedent is not found, we search through
the history stack, searching each sentence from
left to right.

3.1 Additional Syntactic Constraints

Normally in LRC, the temporary list is sorted by
grammatical function (subject, direct object, etc.)
before being placed on the history stack. In our
domain, syntax is not very helpful in ranking en-
tities within a sentence since the sentences are so
short, so we simply rank the list by word order.

We found that gender constraints, though com-
mon in written text evaluations, were more of a
drawback then an aid. It was not uncommon in
our corpus for people to refer to a person with a
medical condition with that, or to refer to a dig-
ging truck with he. Number constraints were en-
coded in the :LF of the term as SET-OF, so it is
easy to tell if an entity is a set or not (see Figure
2). Noun phrases such as road crew which have
a singular representation but implicitly represent a
group of people do not have the SET-OF notation
in the :LF but have in their semantics the GROUP
feature. When semantics is used, we leverage this
information to allow these types of noun phrases
to be referred to by plural and singular pronouns.

In addition to the number constraints, we also
implemented three other syntax based constraints:
binding, predicate-NP linking, and location rank-
ing. Binding is a standard linguistic constraint
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(TERM :VAR V3337536
:LF (PRO V3337536 (SET-OF (:* LF::REFERENTIAL-SEM W::THEM))
:INPUT (THEM)
:SEM ($ F::PHYS-OBJ

(F::MOBILITY F::MOVABLE))

)

Figure 2: Excerpt semantic features for “them”

which prevents from noun phrases within the same
verb phrase from co-referring. So in the sentence:
They will move that the two pronouns would be
prevented from referring to each other. The ob-
vious exception is reflexives, though none exist
in the corpus. This constraint only works well
if the utterance parsed properly. There are some
instances where a sentence was parsed into frag-
ments so the binding constraint fails.

Predicate-NP linking is the process of replacing
an underspecifed pronoun’s semantics in a be verb
phrase with that of its predicate. So in the sentence
it is the digging truck at Avon it is underspecified
but is in a identity relation with the co-theme of the
verb phrase so, we replace the pronoun semantics
with that of the truck’s.

The final constraint, location ranking, is based
on research (Tetreault, 2002) on implicit roles
which showed that putting a preference order on
verb location roles (ie. TO-LOC - where an en-
tity is being taken, FROM-LOC -where an entity
is coming from, and AT-LOC, where an entity is
situated) improves resolution of implicit roles in a
spoken dialogue. Since the dialogues are basically
plan-based narratives, where an entity is taken to
is more likely to be referred to by a subsequent
pronoun than where it was taken from. So when
searching for the antecedents for pronouns there
and here, one looks back through each utterance
in the discourse history, first re-ranking the possi-
ble location candidates, with entities in a TO-LOC
role preferred over those in a FROM-LOC role,
preferred over those in AT-LOC role or no role at
all. For example, in the utterance Send the dig-
ging truck from Elmwood to Mt. Hope the pre-
ferred candidate would be Mt. Hope whereas in
the original LRC formulation, Elmwood would be
selected.

3.2 Semantic Filter

A semantic match occurs when the main type be-
tween the pronoun and antecedent are the same,
and there is no conflict between the features (for
example, a match would not occur if the pronoun
were mobile but it’s candidate was non-moving,
but that feature would match if the candidate were
self-moving). For pronouns with an underspec-
ified semantics, we simply select the first entity
in our search path that meets the remaining con-
straints. In our study, we only investigate pro-
nouns marked for coreference. Pronouns with
other relations, such as functional or demonstra-
tive, were not considered.

4 Evaluation

For our evaluation we selected two baselines (both
knowledge-poor versions of LRC): the first uses
no semantic knowledge at all and simply selects
the first noun phrase in the search regardless of
constraints. The second incorporates number and
binding constraints. This represents the canonical
pronoun resolution constraints used in most sys-
tems. The results of both baselines are in Figure
3. The second column indicates what percentage
of the 278 pronouns that each algorithm resolved
correctly. The fourth column shows how many of
the 83 underconstrained pronouns were resolved
correctly, and the final column shows how many
pronouns with acceptable semantics (out of 195)
were resolved) correctly.

The additional rows in the table represent the
cumulative effects of adding a constraint onto the
constraints in the preceding rows. So adding
the location constraint on top of the binding and
predicate-NP constraints (and the basic baseline
constraints) produces an improvement of 3.2%
over not using the constraint. The final row rep-
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resents only adding semantics to the baseline con-
straints.

The main result from this evaluation is that
including semantics significantly improves pro-
noun resolution accuracy. The three syntactic
constraints improve performance over the second
baseline by 6.5%, or an error reduction of 20.8%.
The biggest increase comes from adding seman-
tics (5.4%), or a cumulative error reduction of
31.9%. Another positive outcome from this study
is how much only using semantics improves things
over the baseline. So from the standpoint of build-
ing a natural language system where response time
is important, only using the semantic filter is a rea-
sonable alternative to employing a battery of filters
on top of semantics.

Another boost can be seen in resolving pro-
nouns with semantics, as it resolves 26 more. This
also reflects how useful it is to have a well-parsed
corpus to get acceptable semantics for each entity.

We conducted a detailed analysis on the 92 pro-
nouns resolved incorrectly to identify the main
categories for error:

Wrong semantics (22) Cases where a bad parse
leads to incorrect semantics for either the pro-
noun or its antecedent so there would be no
way for a match to occur. The most common
error was plural pronouns having a top-level
semantic feature of situation when it should
have been physical object. So these pronouns
would incorrectly match with events in the
discourse as opposed to a set of people, road
crews, vehicles, etc.

Underconstrained pronoun - (15) Here there is
either not enough information from the rest
of the sentence for the parser to give a rich
semantics for the pronoun. This means that
the pronoun will match more entities than it
should.

Difficult (13) There were ten cases in the corpus
that required a combination of information
and reasoning to resolve the pronoun cor-
rectly. Most of the time, the pronoun fit sev-
eral of the error categories.

Three of the errors were related to discourse
structure where some notion of common

ground or embedded structure could be help-
ful in eliminating candidates during search.
Usually this happens when pronouns have a
long distance antecedent but the intervening
utterances are an aside and not related to the
topic of the pronoun’s sentence. For exam-
ple, utterances 10 and 11 in Figure 4 are an
aside and if removed would prevent it from
resolving to the disability.

UTT8 U i can’t find the rochester airport
UTT9 S it’s
UTT10 U i think i have a disability with

maps
UTT11 U have i ever told you that before
UTT12 S it’s located on brooks avenue

Figure 4: Excerpt from dialog s2

Bad Parse with intervening candidates (9)
Unlike the first case, the semantics for
the pronoun and entity are acceptable but
intervening entities have incorrect semantics
that coincidentally match with the pronoun’s
semantics. Because the algorithm works
by selected the first candidate that meets
all constraints, this intervening candidate
is selected before the real antecedent is
considered.

Pred-NP Binding (8) These cases involved pro-
nouns in utterances that did not parse and
thus binding constraints were not able to
function. So the pronoun would refer to an
entity intrasententially when it really should
be blocked.

Locatives (8) The locative ranking method does
improve performance for there and here but
there are some cases where that ranking fails.
For example, Strong Hospital in the am-
bulance from Strong should not be highly
ranked because it is in an embedded phrase.
And in Figure 5, our algorithm selects east
main as the most salient entity, but the pro-
noun at the end refers to rochester general.

Set (6) We currently don’t handle plurals with
multiple antecedents, so the 6 cases of set
membership are automatically wrong.
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Algorithm % Right Right USP Right ACC Right
baseline 1 44.6% 124 43 81
baseline 2 55.0% 143 51 102
+binding 57.9% 161 54 107
+pred-np 58.3% 162 54 108
+location 61.5% 171 54 117
+semantics 66.9% 186 54 132
b2+semantics 65.5% 182 54 128

Figure 3: Pronoun Resolution Algorithm Performance

UTT198 S so i’m just gonna take the am-
bulance from rochester general to
east main back to rochester gen-
eral so that we have one ambu-
lance there

Figure 5: Locatives Example

Intervening Candidate (6) In this case, all
parses in the local context are good but there
is a candidate that matches the pronoun but
is not the correct antecedent.

Functional Semantics (2) There were two cases
of pronouns in a functional relation being re-
ferred to by a co-indexing pronoun. These
errors are due to metonymy.

The error analysis shows the effect of erroneous
parses on performance. 39 of the errors (wrong
semantics, bad parse with intervening candidates,
and pred-NP binding) are due to bad parses pro-
ducing incorrect semantics for the entities. This
shows the difficulty to NLP systems that spoken
dialoguess impose. Difficult sentences lead to in-
correct parses which then can severely effect ref-
erence performance. On the other hand, the error
distribution shows the great gains that can be made
by getting better parses or by compensating with
other metrics. Despite the underspecified seman-
tics for some pronouns, or incorrect semantics, us-
ing semantics really improves accuracy instead of
harming it.

5 Conclusion

In short, we performed an automated empirical
evaluation of pronoun coreference resolution in
a large spoken dialog domain using rich seman-
tic information from a deep-parser. The results
show that semantic information improves perfor-
mance over recency-based heuristics, and despite
the complications imposed by spoken dialogue.

Future work will include researching ways of
dealing with underspecified pronouns and also us-
ing discourse cues, grounding, and thematic roles
of verbs to further aid resolution.
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Abstract

In this paper we propose a formal ac-
count of multi-party inquiry. Inquiry is
the dialogue game type in which partici-
pants try to get a common understand-
ing of some open problem concerning
an external state of affairs. We discuss
some important issues for multi-party
dialogue in general, and extend a simple
account of inquiry, such that it accounts
for the multi-party case.

1 Introduction

Formal dialogue is rapidly gaining status as a
new paradigm for automated forms of informa-
tion exchange. In this paper we consider the di-
alogue game ofinquiry. According to Walton and
Krabbe’s typology of dialogue game types, inquiry
is “a type of dialogue which strives to establish or
‘prove’ propositions in order to answer a question
(solve a problem) in such a way that a stable and
general agreement on the matter at issue results”
(Walton and Krabbe, 1995, p. 72). Inquiry dif-
fers from persuasion dialogue in that it does not
start from a conflict, but from an open problem.
It differs from information exchange, in that par-
ties have a common goal to reach agreement. For
information exchange, the goal is mere dissemina-
tion of information.

In this paper we focus on multi-party inquiry:
inquiry performed by a group of more than two
cooperative agents. Dignum and Vreeswijk (2003)
describe a simple protocol for multi-party inquiry.

The protocol has a fixed turn-taking mechanism.
Here we extend the protocol, looking in particular
at different coordination and turn-taking mecha-
nisms. Moreover, we believe that once we have
solved the simpler case of inquiry, it becomes eas-
ier to extend the results to multi-party negotiation
and persuasion dialogues.

The paper is structured as follows. First we give
definitions for single party inquiry. Then we look
at multi-party issues in general, such as open ver-
sus closed systems, roles and coordination. Sec-
tion 3 contains an inquiry protocol adapted for the
multi-party case.

2 Issues in multi-party dialogue

Multi-party dialogue can be conducted in vari-
ous ways. To sketch the possibilities we briefly
sketch the landscape. The following issues arise
when considering dialogue games for more than
two participants (Dignum and Vreeswijk, 2003).

Open vs. closed systemsAn issue that comes
up right away, is who the participants are. In a
closed system, all parties are present during the
whole dialogue. Entry and exit to the dialogue is
controlled, and therefore we can assume that each
participant satisfies a basic set of assumptions. In
an open system, any agent can join later or leave
before the end of the dialogue. No assumptions
can be made on for instance, common ground or
use of vocabulary.

RolesA following issue is the role of each of the
parties in the dialogue (Hulstijn, 2003). This can
be looked upon from different perspectives. First,
there are roles related to addressing. In a two-
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party dialogue there is always a speaker and an
addressee.In a multi-party dialogue we can dis-
tinguish: speaker, addressee, auditor, overhearer
and eavesdropper (see e.g. (Bell, 1984)). Sec-
ond, there are roles constituted by the particular
dialogue game type. Such roles define the expec-
tations, preferences and dialogue game rules asso-
ciated with a participant. For example, in a typ-
ical two-party persuasive dialogue there is a pro-
ponent and an opponent. However, for dialogues
of inquiry or deliberation, the distinctions already
get blurred. Third, there are roles that depend on
the social organization of the interaction situation.
A good example is that of a chairperson. Such
roles determine turn taking, termination or entry
and exit to the dialogue.

For each of the perspectives on roles one can
choose whether roles are fixed once or can change
during the dialogue. Again, we may need spe-
cific communicative acts or rituals to signal such
changes.

Channel One may distinguish between syn-
chronous and asynchronous communication chan-
nels. This choice has repercussions for addressing
too. For example, in an asynchronous channel that
stores messages for a long time, such as a news-
group, we may expect many overhearers. By con-
trast, a synchronous medium, such as speech, is
less suitable for one-to-many communication.

CoordinationOn a synchronous channel, only
one party can speak at a time. Therefore one needs
a turn taking mechanism. We could use a round-
robin protocol, which is a generalization of the
strict turn-taking for two parties. Otherwise one
could have a chairman explicitly assign turns. On
an asynchronous channel, in principle everybody
may speak at the same time.

TerminationParticipants engage in a dialogue
for some particular purpose. This purpose differs
for each dialogue game.

3 Inquiry

This section describes a simple dialogue game of
inquiry. The game has two participants:expert
andnature. The expert has knowledge about some
particular aspect of the world, called a topic. For
example, an agent may be an expert on the topic
of financial information, or on real estate. The ex-

pert may do observations to extend its knowledge
and combine bits of knowledge to reason with it.
Inquiry can be seen as an information exchange
with nature. When the expert carries out an exper-
iment, this corresponds to a query; the observa-
tion provides the response. Although we believe
the world itself is consistent, observations may be
conflicting.

The knowledge of an agent is modeled by a
knowledge base KB. We say that the agent knows
ϕ whenever KB `L ϕ for some suitable base
logic L, with consequenceCn(). In this paper
we will use propositional logic as the base logic,
but obviously this can be extended with more ex-
pressive logics or knowledge representation for-
malisms, such as description logic.

Definition 1 (Dialogue state)A dialogue state is
a tupleDS = 〈KB, Q,H, S〉, where KB is the
knowledge base,Q is a prioritized queue with
queries that the agent is interested in,H is a se-
quence of moves representing the dialogue history,
andS is a set with queries that have been made,
but remain unresolved.

We represent the fact that some experte makes
a query to nature whetherϕ holds by an ex-
pression query(e, ϕ). As a response, nature ei-
ther allows the observation observation(e, ϕ)or
observation(e,¬ϕ). In case the query must remain
unresolved, there is no observation.

The dialogue state of an agent changes if it
poses a query or if it does an observation. Thus,
the meaning of a move, such as a query or ob-
servation, is the change it makes to the dialogue
states that are kept by each agent. Accordingly, we
define two transition functions that map dialogue
states to new dialogue states.

Definition 2 (Inquiry) If DSe = 〈KB, Q,H, S〉
is a dialogue state, we define a query and obser-
vation as in Fig. 3.

Thus, if e decides to pose a query, what effec-
tively happens is this. First,e pops the next query
from the repository of queries where it is inter-
ested in, namely the queueQ. According to the
priority mechanism inQ, the formulaϕ may be
considered as the most urgent query fore. To
register thate has posedϕ, the experte appends
“query(e, ϕ)” to its personal dialogue historyH.
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query(e,ϕ)(DSe) = 〈 KB,

pop(query(e, ϕ), Q),
H + query(e, ϕ)), S∪ {ϕ} 〉

observation(e, ϕ)(DSe) =
if KB ∪ {ϕ} 0⊥ then

〈 Cn(KB ∪ {ϕ}), Q,
H + observation(e, ϕ), S\ {ϕ} 〉

else
〈 KB, Q,H + observation(e, ϕ), S〉

end

Figure 1: Definition of query and observation.

Finally, to remember thatϕ is asked but not an-
swered (yet),ϕ is added to the list of posed but
unanswered queriesS.

We now explain the second equation. Ife ob-
servesϕ, there are two possibilities: the observa-
tionϕ is consistent with whate knows, or it is not.
If ϕ is consistent with KB, thenϕ is “epistemically
adopted,”, i.e.,ϕ is added to KB. To register thatϕ
has been observed,e appends “observation(e, ϕ)”
to its personal dialogue historyH. Finally, ϕ is
crossed off as an unresolved query. Ifϕ is incon-
sistent with KB, i.e. ifϕ contradictse’s knowl-
edge, thene should ideally revise its knowledge,
for example according to the AGM paradigm on
belief revision (G̈ardenfors, 1988). Since belief re-
vision is another issue that falls beyond the scope
of this paper, we have chosen for the semantically
crude (but we believe technically adequate) solu-
tion that in case of inconsistencies the observation
is ignored and the query remains unresolved.

The initial state of an agentDS0 is
〈KB0, Q0, 〈〉, ∅〉, such that whichKB0 6`L Q,
and 〈〉 is the empty sequence. The desired end
state of the dialogueDS′ is 〈KB′, 〈〉,H ′, ∅〉. This
means that all queries inQ0 have been resolved.

The two dialogue actions can be uttered at any
dialogue state, in any order. This results in a proto-
col that is extremely simple and rather liberal com-
pared to other mechanized dialogue games. It is
even an issue if we might speak of a true protocol
here. The idea is that, in a running dialogue, ex-

perts pose questions at will, and “fish” for answers
when and where appropriate, for example if time
allows. In particular, there is no turn taking and
observations may “come in” at any time. If the
latter is put in agent-oriented terminology we may
say that nature is not obliged to respond.

4 Multi-party inquiry

In addition to the protocol proposed in section 3,
we make the following assumptions.

(i) A fixed number of equivalent participants en-
gage in an inquiry dialogue.

(ii) There are no specific roles for the agents, al-
though they may be in productive mode, or
consumptive mode (see below).

(iii) Agents communicate through a central
medium, called the forum, the function of
which may be compared to the function of
an internet newsgroup. Messages are public.
They are not addressed to specific agents.

(iv) Agents act (listen, reason, and speak) in turn,
for a fixed number of rounds.

(v) There is no criterion for termination., com-
pare point(iv).

The following properties are not typical multi-
party issues, but also determine the course of a di-
alogue.

(a) Participants are cooperative. This means that
they are sincere, i.e. do not lie about their be-
liefs. All agents acknowledge and process all
applicable messages. Moreover we assume
that all agents have ample time to reason, and
all agents have the opportunity to post all the
messages desired.

(b) Agents have reasoning capacities. In partic-
ular, they do not ask what they already know
or can infer. Before asking, an agent tries to
infer the desired item itself.

(c) The facilitation of information is dialectic:
claims are justified with other claims or de-
nied with reasons that support a contradic-
tion. Agents accept claims if and only if they
can be resolved to information that they be-
lieve to be true, either on the basis of obser-
vation, or derived from acquired information.
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(d) Regression to previous messages is always
possible. Agents are allowed to question or
justify prior claims. Thus, an immediate re-
sponse is not required.

(e) For simplicities sake the agents have a shared
ontology. One consequence of this assump-
tion is that propositions (internal representa-
tions of claims) conveyed through messages
do not have to be renamed.

5 Architecture

In this section we will describe the architecture
that lies at the basis of our implementation.

We suppose that agents belong to a discussion
groupG = 〈A,F 〉, whereA is a (finite) set of
agentsA, andF is a newsgroup-like data structure
called aforum. A forum is a sequence of entries
F = 〈m1, ...,mn〉, wheremn is the last entry pub-
lished. An entrymi is a pair consisting of a query
and a sequence of observations that count as re-
sponses:

mi = 〈 query(i, ϕ),〈observation(r1, ψ1), . . . ,
observation(r1, ψ1)〉 〉

Thus, entries behave like topics or threads as
found in newsgroups or mailing lists.

The internal structure of a participantk ∈ A
contains (at least) the dialogue state of section 3,
along with a bookmarki to remember the first
unread entry, and bookmarks(i, j) per entry for
the first unread response to that query:DSk =
〈KBk, Qk,Hk, Sk, i, 〈(1, j), . . . , (n, j)〉〉.

Agents run concurrently, and have access to a
forum that is shared by all agents. The forum is
a passive asynchronous channel, but is responsi-
ble for the administration of messages. The idea
is that instead of making observations, the partici-
pants will now first query the forum.

Each agent may be inconsumptive modeor
in productive mode. In the consumptive mode
an agent takes actions that are supposed to deal
with the accumulation of new knowledge: read-
ing from the forum or posting new queries to
it. This can be expressed by read(k, F,obs(e, ϕ))
and post(k, F,query(k, ϕ)). In the productive
mode an agent disseminates knowledge. In
our case, answering questions of other agents:
post(k, F,query(k, ϕ),obs(k, ψ)).

6 Experiments

The multi-party inquiry set up discussed above is
rather simplified. With respect to all the multi-
party issues discussed in section 2, it always takes
a simple solution. In order to allow experiments
with different set-ups, to test if the resulting dia-
logues that are generated make any sense, we have
made an implementation of the dialogue architec-
ture in Ruby. This allows us to run dialogue gener-
ation experiments. The purpose of the implemen-
tation is to test different dialogue game parameter
settings.

We opted for an implementation in Ruby be-
cause it is a pure object-oriented scripting lan-
guage with an intuitive syntax, suited for proto-
typing. Fig. 2 shows the data structures of three
agents, viz. Mr. Priestley, a prominent English
chemist and a strong proponent of the phlogiston
theory of combustion, Mr. Lavoisier, the founding
father of the oxygen theory of combustion, and
you, the reader, who supposedly wants to know
more of combustion theory and queries the ex-
perts Lavoisier and Priestley. Other queries can be
posed as well, mostly with the same effects. The
resulting dialogue is displayed in Table. 1.

During our experiments, we noticed that all dis-
cussion terminate. This can be understood as fol-
lows. As a finite number of queries may be linked
to a finite number of answers. Moreover, agents
keep an account of which queries they have an-
swered, so that eventually termination is ensured.
We also observed that agents will reach a con-
clusion on accessible facts within a reasonable
amount of turns. This can be explained by the
fact that explanations (i.e., explanatory rules) can-
not be chained infinitely. A a consequence each
justification has a stopping place, so that agents
will either accept facts or abandon search on ex-
plained statements with a bounded number of dia-
logue moves.

7 Related Research

Although it is arguably one of the simpler types of
dialogue, inquiry has received less attention than
negotiation or persuasion. An exception is the
work by McBurney and Parsons (2001) on scien-
tific investigation. Our purpose is very similar to
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1. Reader: Gentlemen, how is it to be explained that in combustion, heat and light are given off?
2. Lavoisier: Dear Reader. You asked why in combustion, heat and light are given off. Well, that is

because pure air contains oxygen, pure air contains matter of fire and heat, and in
combustion, oxygen from the air combines with the burning body.

3. Priestley: Dear Reader. You asked why in combustion, heat and light are given off. Well, that is
because combustible bodies contain phlogiston, combustible bodies contain matter of
heat, and in combustion, phlogiston is given off.

4. Reader: Let me think. Do I know that pure air contains oxygen? ..
5. Reader: .. no.
6. Reader: Sorry, I it is not clear to me why pure air contains oxygen. Can you explain this a bit

more?
7. Reader: Let me think. Do I know that combustible bodies contain phlogiston? ..
8. Reader: .. no.
9. Reader: Sorry, I it is not clear to me why combustible bodies contain phlogiston. Can you

explain this a bit more?
10. Reader: Gentlemen, how is it to be explained that pure air contains oxygen?
11. Reader: Gentlemen, how is it to be explained that combustible bodies contain phlogiston?
12. Lavoisier: Well, one of the hypotheses of my theory is that pure air contains oxygen.
13. Priestley: Well, one of the hypotheses of my theory is that combustible bodies contain phlogiston.
14. Reader: Ok, thanks Lavoisier.
15. Reader: Ok, thanks Priestley.

Table 1: Resulting dialogue.

theirs. They describe a risk agora, as they call it,
that allows the storage of multiple arguments for
and against some claim. However, they do not
treat multi-party issues explicitly. The agora is an
asynchronous channel; no coordination rules are
given.

There is also a correspondence to the Newscast
protocol (Voulgaris et al., 2003). This is a kind of
‘gossiping’ protocol that can be used to dissemi-
nate information in distributed systems. A differ-
ence is that the newscast protocol can only pass
on information. No mechanism exists to specify
queries. The Newscast protocol is complementary
to our work, in the sense that it may provide an im-
plementation of the forum in distributed systems.

8 Conclusion

In this paper we proposed a simple protocol of
inquiry among experts and between experts and
nature. We discussed several issues that are rel-
evant to multi-party dialogue in general: open ver-
sus closed systems, roles, type of channel, coor-
dination and termination. We then make some
choices regarding these issues, for the game of
multi-party inquiry. Under some assumptions, we
can show such games will terminate. However,
many assumptions remain unwarranted. Therefore
we hope this first attempt will stimulate more re-
search into multi-party issues.
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#!/sw/bin/ruby

translation_table = {

’E1’ => ’in combustion, heat and light are given off’,
’E2’ => ’inflammability is transmittable from one body to another’,
’E3’ => ’combustion only occurs in the presence of pure air’,
’E4’ => ’increase in weight of a [.. snip ..] weight of air absorbed’,
’E5’ => ’metals undergo calcination’,
’E6’ => ’in calcination, bodies increase weight’,
’E7’ => ’in calcination, volume of air diminishes’,
’E8’ => ’in reduction, effervescence appears’,

’OH1’ => ’pure air contains oxygen’,
’OH2’ => ’pure air contains matter of fire and heat’,
’OH3’ => ’in combustion, oxygen from the air combines with the burning body’,
’OH4’ => ’oxygen has weight’,
’OH5’ => ’in calcination, metals add oxygen to become calxes’,
’OH6’ => ’in reduction, oxygen is given off’,
’PH1’ => ’combustible bodies contain phlogiston’,
’PH2’ => ’combustible bodies contain matter of heat’,
’PH3’ => ’in combustion, phlogiston is given off’,
’PH4’ => ’phlogiston can pass from one body to another’,
’PH5’ => ’metals contain phlogiston’,
’PH6’ => ’in calcination, phlogiston is given off’

}

Agent.new( Agent.new(
’name’ => ’Priestley’, ’name’ => ’Lavoisier’,
’questions’ => {}, ’questions’ => {},
’knowledge’ => { ’knowledge’ => {

’E1’ => [ %w(PH1 PH2 PH3) ], ’E1’ => [ %w(OH1 OH2 OH3) ],
’E2’ => [ %w(PH1 PH3 PH4) ], ’E3’ => [ %w(OH1 OH3) ],
’E5’ => [ %w(PH5 PH6) ], ’E4’ => [ %w(OH1 OH3 OH4) ],
’PH1’ => TRUE, ’PH2’ => TRUE, ’E5’ => [ %w(OH1 OH5) ],
’PH3’ => TRUE, ’PH4’ => TRUE, ’E6’ => [ %w(OH1 OH4 OH5) ],
’PH5’ => TRUE, ’PH6’ => TRUE ’E7’ => [ %w(OH1 OH5) ],

} ’E8’ => [ %w(OH1 OH6) ],
) ’OH1’ => TRUE, ’OH2’ => TRUE,

’OH3’ => TRUE, ’OH4’ => TRUE,
’OH5’ => TRUE, ’OH6’ => TRUE

}
)

Agent.new(
’name’ => ’Reader’,
’questions’ => {

’E1’ => TRUE
},
’knowledge’ => {}

)

Figure 2: Translation table, followed by data structures for three agents.
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1 Introduction

This poster is part of current research investigat-
ing presupposition and belief in human dialogues
using Dynamic Interpretation Theory (DIT) to cat-
egorize dialogue utterances within the framework
of Discourse Representation Theory (DRT). The
work in progress aims at making dialogue repre-
sentation within DRT more pragmatic, especially
in relation to presupposition.

The developing implementation builds on Bos
and Blackburn’s Curt DRT program1, and Bos’s
DORIS program2 to include more examples of
presupposition, augment DRT with DIT’s dia-
logue acts, and to represent the beliefs of the par-
ticipants to the dialogue3.

2 Presupposition, Assertion, and Belief

As in dynamic semantics, presupposition is
viewed here as anaphoric, lexically triggered and
dependent on context (van der Sandt 1992). Ex-
amples of presupposition include:
(1) a. Speaker:The red book is interesting.
b. Speaker: Vincent likesher dress.
c. Speaker:Mia loves Vincent.

To make presupposition within DRT more prag-
matic, presupposition is understood as being the
property of the speaker. In this sense, the pre-
supposition being ‘taken for granted’ means: the
speaker believes the presupposition to be known

1www.comsem.org
2www.coli.uni-sb.de/ bos/doris/
3I would like to thank Dr Johan Bos for kindly sending

me the code for DORIS and for his advice.

or given information and not the focus or centre of
her utterance. For example,
(2) Speaker: My car just broke down.

‘my car’ constitutes the given information that
the speaker has a car, while ‘just broke down’
provides new information; the information that
speaker is attempting to communicate is called as-
sertion.

Presupposition is related to the beliefs of the
speaker, regardless of whether the beliefs are part
of the ‘common ground’ or not. Speaker belief
leads to presupposition, which conveys the beliefs
of the speaker to the hearer. This approach takes a
stronger position to beliefs’ relation to presuppo-
sition than Geurts (1999) by assuming that Grice’s
Cooperative principle is in place. Consider Stal-
naker’s example (2002):
(3) I have to pick up my sister at the airport.

If we were to assume that the participants in the
dialogue are being cooperative, not lying, being
relevant, etc, we can take the stronger position that
the information introduced by the presupposition,
here ‘having a sister’, is indeed a belief held by the
speaker. This applies to whether ‘having a sister’
is known to the hearer or not.

The point to be made here is that the relation-
ship between belief and presupposition, and be-
lief and assertion helps clarify what is meant by
presupposition. Additionally, introducing speaker
and hearer perspectives contributes to the clarifi-
cation of presupposition. Let us refer to presup-
position by P, to assertion by A, to believe by bel,
speaker by S, and hearer by H.
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(4) Speaker: Vincent’s wife likes chocolate.
Hearer: I thought she was allergic to it.

In the first part of examples (4), P is ‘Vincent
has a wife and Vincent is male’, whereas A is
‘she likes chocolate’. On the assumptions given
above, the hearer can correctly come to the result
that bel(S,P).

Belief places some constraints on assertion.
‘Beliefs Constraint on Assertion I’ is a con-
straint placed by beliefs on uttering A, that
bel(S,¬bel(H,A)). Another constraint beliefs place
on A, is called ‘Beliefs Constraint on Assertion
II’: being cooperative, to utter A, S must bel that
A, bel(S,A). Assuming the cooperative principle,
belief also places a constraint on P, ‘Beliefs Con-
straint on Presupposition’: to utter P, bel(S,P).

The following is the representation of the re-
quirements and consequences of the first part in
a mini dialogue. From S’s perspective, before
uttering A and P: bel(S,P) (‘Beliefs Constraint
on Presupposition’), bel(S,A) (‘Beliefs Constraint
on Assertion II’), and bel(S,¬bel(H,A)) (‘Beliefs
Constraint on Assertion I’). If bel(S,bel(H,P)),
S expects H to take P for granted. If
bel(S,¬bel(H,P)), S expects H to accommodate P
if P is unremarkable (Geurts 1999).

From H’s perspective, for H to receive P,
the new belief bel(H, bel(S,P)) is formed. If
¬bel(H,P) and P is unremarkable, accommo-
date(H,P). Accommodate can either mean ac-
cept(H,P), or bel(H,P). If bel(H,¬ P), reject(H,P).
If bel(H,P), H takes P for granted. For H
to receive A, the new beliefs bel(H, bel(S,A))
and bel(H,bel(S,¬ bel(H,A))) are formed. There
are three options, accept(H,A), reject(H,A), or
bel(H,A). Accept means put on hold, not yet be-
lieved, but not rejected. H has to provide feedback
according to choice made.

3 Augmenting DRT with DIT’s Dialogue
Acts

DRT supports the idea that a description of dia-
logue has to represent mental states and their rela-
tion to the context. To represent beliefs, it is nec-
essary to have a representation of dialogue acts in
order to gain an insight into the cognitive states of
both the speaker and the hearer (Asher 1986). Our
implementation uses DIT’s dialogue acts in order

to shed light on the beliefs of the participants in a
dialogue.

The use of dialogue acts in relation to be-
lief, presupposition, and assertion is most rele-
vant in the case of feedback. Generally speak-
ing when S says something to H, H provides pos-
itive or negative feedback. 5.a represents weak
positive feedback indicating A is received, ac-
cept(H,A), whereas 5.b represents strong positive
feedback, where H indicates reception of A, and
that bel(H,A). Rejecting A is a way of giving neg-
ative feedback, reject(H,A), 5.c.
(5) Speaker: Jody loves Butch.
a. Hearer: aha.
b. Hearer: I couldn’t agree more!
c. Hearer: No, Jody is married to Vincent!

4 Towards a New Implementation of
Belief and Presupposition

Current work on implementation involves incor-
poration of belief spaces, presupposition/ assertion
distinction marked in Prolog, and relating presup-
position to belief. Separating presupposition from
assertion results in two stages with each new ut-
terance, the presupposition stage and the assertion
stage. The former represents the presupposition,
relates it to beliefs and then applies it to context.
The assertion part then gets represented, related to
beliefs and then merged with the resulting context,
context{P}. Future work will involve working on
using the same method in representing more than
one presupposition. An algorithm is currently un-
der development for merging strategies that will
represent both the speaker’s and the hearer’s be-
liefs in the main DRS.
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Abstract

Using a picture by Lewis, we call in-
formation structures that explicitly rep-
resent the dialogue participant’s shared
information ‘scoreboards’. The central
claim is that we have to keep the aspect
of common ground as a shared score-
board that determines interpretations of
dialogue contributions distinct from its
aspect as mutually available informa-
tion. We look at the following two con-
ditions: If the shared scoreboard were
a representation for common informa-
tion, then (1) every dialogue participant
would be licensed to add any proposi-
tion as soon as he/she has a proof that it
is shared information. On the other side,
(2) an interlocutor is not allowed to add
a proposition as long as he/she does not
know that it is also shared. We give ar-
guments that both conditions can be vi-
olated.

1 Shared Information

David Lewis (1979) introduced the picture of a
scoreboardto illustrate the role of the common
ground in conversation. We can think of it as a
shared board where all public activities and ut-
terances are written down and thereby become
sharedfacts about the dialogue. It provides the
background against which to interpret new sen-
tences, and forms the basis for expectations about
behaviour of conversational partners.

Of course, a public scoreboard does not ex-
ist, and the common ground is generally identi-
fied with the proposition that represents the total-
ity of information shared by dialogue participants.
We distinguish two ways in which this information
can beshared: As an explicit information struc-
ture or as the implicit common information. De-
pending on how we represent information, we may
think of the common ground as a set of sentences
or a set of possible worlds1, where the first way is
more in line with the scoreboard picture, and the
second with the view of the common ground as
implicit common information.

Both aspects play a different role in interaction:
If you and I read a newspaper article about Nicole
Kidman, and one of us refers to her with the de-
scription ‘the actress,’ then we both have toknow
about each other what we have read in order to
be sure that we both interpret the description in
the same way. This is different from cases where
coordination works without explicit representation
of knowledge of others: The fact that all drivers
drive on the right side of the street guarantees that
no crashes occur. They have common information
that they succeed in this aim but they don’t need to
have explicitknowledgeabout this, or about each
other.

A need for an explicit representation of shared
information is obvious for implemented dialogue
systems. The standard definition for common
knowledge reads as follows: a propositionϕ is
common knowledgefor two interlocutorsA andB

1(Fagin et al., 1995; Meyer & v. d. Hoek, 1995; Hintikka,
1962)
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iff ϕ is true, if A andB know thatϕ is true, if A
andB know thatA andB know thatϕ is true, if
A andB know thatA andB know thatA andB
know thatϕ is true, etc... If we read hereknow
that ashas information that, then we arrive at the
intended definition ofcommon information.

2 Coordination of Interpretation

The differences between explicit and implicit rep-
resentations are mainly discussed in the literature
with respect tofine grainednessand the problem
of logical omniscience2. We concentrate here on
their different roles in coordinating interpretation.
One of the central tasks of dialogue participants
is to make sure that they both interpret dialogue
contributions in the same way, or else misunder-
standings will arise. The aspect of coordination
becomes especially prominent in a dialogue the-
ory as that of H.H. Clark (1996). He analysed dia-
logue predominantly in terms of joint projects, i.e.
every contribution of the speaker is seen as part of
an activity where he and the addressee must work
together towards a joint goal. If interlocutors want
to be sure that they have success, then they need
common information that they coordinate their ac-
tivities in the right way; but they don’t need neces-
sarily explicit representations of this information.

If the interpretations of utterances and updates
of the common ground depend in a non–trivial
way on private information, then the interlocu-
tors may end up with different interpretations, and
hence fail in their coordination task. This moti-
vates a strong restriction on interpretations:

(SP) The interpretation[ϕ] of a phraseϕ is totally
determined by the phrase itself and the com-
mon scoreboards.

We call this thescoreboard principle. If we see
scoreboards as representationsfor common infor-
mation, then the following two principles should
hold:

(1) If a interlocutor knows that it is common in-
formation that a sentenceϕ is true, then he
has to addϕ to his scoreboard.

2See (Fagin et al., 1995, Ch. 7) and (Meyer & v. d. Hoek,
1995, Ch. 2) for a discussion of various notions of knowledge
and belief in modal approaches and the problem of logical
omniscience.

(2) No dialogue participant is allowed to add a
sentenceϕ at timet to his scoreboard unless
there is common information that every par-
ticipant knows thatϕ at timet.

We discuss a number of examples that show that
the scoreboard principle (SP) can get into conflict
with (1) and (2). The Muddy Children3 example
shows that there are situations where (1) together
with (SP) leads to miscommunication; i.e. there is
a context in this example where there exists a sen-
tenceϕ such that even if a participant can prove
that it is common information thatϕ is true, he is
not allowed to addϕ to his scoreboard. This shows
that the participants scoreboards may beless in-
formative than common information. We discuss
the Time Imprecision Problem4 in order to show
that the participants scoreboards may also contain
moreinformation; i.e. there is a sentenceϕ that a
dialogue participant has to add to his scoreboard
at a timet although it is not common knowledge
thatϕ at t. This violates principle (2).

Together these examples show that the content
of shared scoreboards cannot be defined as a rep-
resentation for common information. As all inter-
locutors have to maintain the same representations
in order to coordinate their language use, the main-
tenance of identical scoreboards becomes itself a
coordination task.
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1 Introduction 

Although CMs are pervasive in information-
oriented dialogues in Italian, their roles still need 
to be interpreted within a unified framework. A 
preliminary corpus study of the CMs of Italian ma 
and invece within the travel domain shows that 
their behaviour can be sensitive to the dialogue 
structure modelled in terms of topic and common 
ground units (CGU) (Traum, 1999) and can  
depend on information management and 
grounding. Such notions refer, respectively, to the 
negotiation of information -the dialogue content to 
be grounded as relevant to a current task- and to 
the coordination activity by which participants 
achieve common ground (CG), or a common 
mental state of agreement1 about the negotiated 
information, which is the cognitive context where 
the negotiation takes place. The topic is intended 
as being the current question under discussion 
(QUD) (Ginzbourg, 1998) and hierarchically 
organized in global QUDs (GQUD), containing 
main topics and local QUDs (LQUD), containing 
subtopics. We assume that, in information-oriented 
dialogues, the hierarchically lowest-level subtopic 
can be the discourse entity of a LQUD discussed 
by participants as an alternative solution to an issue 
under negotiation (Larsson, 2001), and that topical 
entities, given or new, are linked to the cognitive 
context in terms of activation degrees, i.e. active-
semiactive-inactive (Chafe, 1994), in the speakers’ 
CG. The topical entities packaged in an utterance 
theme are seen as local cotextual instantiations 
keeping track of the status of the dialogue topic in 
the speakers’ CG. If to be grounded, they can be 
brought to the interlocutor’s attention through 
prosodic focus. Following these premises, CMs are 
                                                      

1 We intend the grounding process as consisting of the 
coordination and alignment of dialogue management at 
several levels, towards an quasi-shared mental state, rather 
than as implicating the philosophical notion of mutual 
understanding. 

associated to topic status in the speakers’ CG and 
to grounding phases such as presentation, whereby 
a topic is introduced to the CG, and acceptance, 
whereby a feedback is provided to evidence 
whether the presented topic has accessed the CG. 
The positive feedback for established CG is the 
acknowledgement dialogue act (Traum, 1999). 

3 Corpus study and discussion 

We analyzed occurrences of the above mentioned 
CMs through 150 dialogues, in which ma and 
invece respectively exhibit the discourse functions 
discussed here. In the representative example (1), 
the contrast cannot be modelled as concessive due 
to the lack of a tertium comparationis, or a claim 
for which a positive and a negative argument are 
provided in the context. Furthermore, the CM is 
neither a topic shifter nor a turn-taking device, 
used, according to Bazzanella (1991), to interrupt 
the interlocutor’s turn. 
(1)  GQUD: Il RITORNO, cosa voleva?                                           
                     The return, what did you need?  
       C.1: Il ritorno, le avevo detto domenica,    
              domenica  pomeriggio, sul presto.              

The return, I said on Monday,  
Monday early in the afternoon. 

        LQUD: Si. Ma come ORARIO?  
                     Yes. But as for the HOUR? 
In the exemplified context, ma occurs after the 
acknowledgment si, which positively feedbacks the 
acceptance in the CG of the information distributed 
along with the topical hierarchically organized 
continuumGQUD1:“return”>LQUD1:“Monday”>
LQUD2:“afternoon”> LQUD3:“early”.  
Ma intervenes at the step LQUD3 and is positioned 
at the beginning of an elliptical open question 
about the entity in focus orario, to be co-activated 
in the CG because relevant for the current 
negotiation. The contextually given information in 
S.1 needs to be revised/clarified, because a missing 
informative parameter has to be supplied at the 
level of the LQUD3 related to the hour. 
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Consequently, the CM partly contradicts the 
previous si and blocks the acceptance phase by 
signalling that the CG has not been fully reached. 
By playing the reorientation function of redirecting 
the interlocutor’s attention towards a more specific 
topic to ground, the CM cues the initial boundary 
of a sub-CGU, in which a new presentation to the 
CG explicitly requires the clarification of some 
inactive information about the missing informative 
parameter. Though still placed at a beginning of an 
elliptical open question representing a LQUD, the 
CM invece in (2) conveys a different kind of 
contrast. The host LQUD asks about new 
information as regards the given and supposedly 
semiactive topical entity in focus Meridiana, 
which has to be co-activated in the CG in 
alternative to the contextually given entity Alpi 
Eagles. A prototypical issue under negotiation is 
profiled, where the first alternative has been 
explicitly grounded so far by the acknowledgment 
va bene. The polar alternative is placed at the same 
level of the topical hierarchy within the current 
topic flights. 
 (2) GQUD: Vediamo un po' quali sono i voli.                               
                    Let’s have a look at the flights. 
      O.1.: Si`. Allora, prima di mezzogiorno, con l' 
Alpi Eagles, ci sarebbe un volo che parte da Roma  
alle dieci mattina e arriva a Verona alle undici. 
Yes. So, before midday with Alpi Eagles, there is a 
flight which leaves from Roma at 10 a.m. and 
reaches Verona at 11 a..m. 
      C.2 : ah va bene.                       
               Ah, OK. 
      LQUD: Invece con la MERIDIANA?                 
             Instead with the MERIDIANA? 
The CM establishes an anaphoric link to the CGU 
in which the first alternative to the current issue 
has been discussed, by providing an instruction 
instead of X->Y for the interlocutor to update her 
information state by replacing the contextually 
given alternative X=Alpi Eagleswith the entity 
Y=Meridiana. Invece contributes to a speaker’s 
change-of-perspective local strategy of negotiating 
alternative solutions to a same issue. In (3), invece 
is involved in a more global topic-change strategy.  
(3) GQUD: Avrei bisogno di alcune informazioni 
sui treni Roma-Verona per partire venerdì 15 
settembre e rientrare domenica 21. 
I need some information about the Roma-Verona 
trains, to leave on Friday the 19th of September at 
8 and to come back on Sunday the 21th.  

 1 O : Venerdì 19, c’è un treno alle 8.35. 
         The 19th, there is a train at 8.35 a.m. 
 2  C : Benissimo.    Perfect. 
 3 O : OK. Per il RITORNO invece, c' e` un treno 
alle 16  da Roma. Puo` andar bene? 
          OK. As for the return instead, there is a train 
from Roma at 4 p.m. Is it Ok? 
 4 C : Alle 16, potrebbe andar bene.   
          At 4 p.m., it should be OK. 
After the acknowledgement Ok, which grounds the 
topic departure of the sub-CGU 1O-2C, the CM 
falls, significantly, in the left-detached contrastive 
theme per il ritorno: it instructs  to substitute the 
grounded topical coordinate with the one indicated 
in the host theme (instead of X->Y). The CM opens 
a new CGU and inaugurates the negotiation of a 
new topic. It plays a meta-cognitive function at the 
ideational level of dialogue structure, while 
interacting with grounding process.  
We have proposed to uniformly interpret some 
CMs in information-oriented dialogues according 
to different kinds of contextual polarities due to the 
interplay between information management and 
grounding. Further work intends to account for 
other CMs, by studying their interplay withother 
kinds of contrastiveness and providing statistical 
analysis of their distribution in corpora of different 
domains. 
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Abstract 

Estonian dialogue corpus includes 320 
spoken dialogues. We have worked out a 
typology of dialogue acts and are using it 
for annotating of the corpus. In this paper, 
we give an overview of the typology. The 
second part of the paper is based on the 
analysis of information dialogues. Most 
frequent question and answer types and 
typical sequences of questions and an-
swers are found out with the purpose to 
model questioning – answering strategies 
in a dialogue system. 

1 Introduction 

The Estonian Dialogue Corpus (EDiC) includes 
320 spoken dialogues, among them 205 calls and 
115 face-to-face conversations, with total length 
of 80 000 running words.  

We have worked out a typology of dialogue 
acts and use it for annotating our corpus (Hen-
noste et al., 2003). Our goal is to develop a dia-
logue system that will be able to interact with a 
user in Estonian and provide him/her some in-
formation, following norms and rules of human-
human communication. This is the reason why 
we are studying human-human spoken dialogues. 
For this paper, we have chosen 101 information 
dialogues (calls for information, to travel bu-
reaus, shops and outpatients’ departments), and 
analyze the question – answer adjacency pairs 

(APs), the most important dialogue acts in infor-
mation dialogues. 

2 The EDiC Typology of Dialogue Acts 

Our typology departs from the point of view of 
conversation analysis (CA) that focuses on the 
techniques used by people when they are actually 
engaged in social interaction (Hutchby and 
Wooffitt, 1998). The main idea behind the analy-
sis is that conversation is the collaboration of 
participants based on three mechanisms: turn tak-
ing, repair, and APs. An advantage of this ap-
proach is that CA departs from empirical data, 
i.e. it tries to find out explicit markers in the text 
that allow to determine utterance functions.  

Based on the principles of CA we get the fol-
lowing main typology of dialogue acts. 
1. Adjacency pair (AP) acts 
1.1. Dialogue managing acts 
Fluent conversation 
1) Conventional (greeting, thanking, etc.) 
2) Topic change 
Solving communication problems  
3) Other-initiated self-repair 
4) Contact control 
1.2. Information acts 
5) Directives (request, proposal, giving informa-
tion, etc.) 
6) Questions and answers 
7) Opinions 
2. Non-AP acts, or single acts 
2.1. Dialogue managing acts 
Fluent conversation 
8) Conventional (contact, recognition, etc.) 
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9) Responses (continuer, acknowledgement) 
Solving communication problems  
10) Self-repair 
2.2. Information acts 
11) Primary single acts (advance note, promise, 
etc.) 
12) Additional information (specification, expli-
cation, etc. 

The total number of dialogue acts is 126 in our 
typology. Act tokens are originally in Estonian. 

3 Questions and Answers  

There are three question types that depend on the 
expected reaction: 
- questions that expect giving information: wh-
question, open yes/no question 
- questions that expect agreement/refusal: closed 
yes/no question, question that offers answer 
- questions that expect the choice of an alterna-
tive: alternative question. 

Open and closed yes/no question have similar 
form but they expect different reactions from the 
answerer (e.g. Are you open in winter? expects 
the answer yes or no, but by asking Is there a bus 
that arrives in Tallinn after 8? the questioner 
wants to know the departure times of buses). 
Open yes/no question is actually an indirect 
speech act – a request or wh-question that is ex-
pressed in form of yes/no question. 

Our analyzed dialogues include 649 question 
tags: 233 wh-questions, 177 questions offering 
answer, 111 open and 81 closed yes/no questions, 
27 alternative questions. The remaining 20 ques-
tions belong to the sub-type ‘other’.  

Different question types are used differently 
by participants. Most of the questions were asked 
by the client: 90% of open yes/no questions, 84% 
of closed yes/no questions, 77% of wh-questions, 
66% of questions offering answer, and 52% of 
alternative questions. Wh-questions, open and 
closed yes/no questions are mostly used for topic 
initiation or continuation (74%, 92% and 73% of 
cases, respectively). Most of questions offering 
answer (60%) initiate repairs. 

A typical information dialogue includes three 
parts: the conventional beginning, main informa-
tion part, and conventional ending. The kernel of 
the information part is a question – answer adja-
cency pair: a question is asked and an answer is 

got. We have found three typical questioning – 
answering strategies in our dialogues. 

Strategy 1. Client asks a question and gets a 
desirable answer. Two sub-types can be differen-
tiated. 

a) Client asks a wh-question or open yes/no 
question and gets the requested information (cf. 
Example), or (s)he asks an alternative question 
and gets one alternative as answer, or (s)he asks a 
closed yes/no question and gets answer yes or 
agreeing no. 

Example  (CA transcription used): 
Client: (.) ei tea mis kellast 
doktor Laane vastu võtab.  WH-
QUESTION  
what is doctor Laane’s reception 
time 
Officer: e kella neljateistkümnest 
seitsmeteistkümneni.=  GIVING 
INFORMATION 
from two to five p.m. 

b) Client asks a wh-question or open yes/no 
question and gets the asked information, like in 
the previous case, but after that (s)he initiates a 
repair. The typical repair initiation is repeating a 
phone number. 

Strategy 2. Client gets an undesirable answer 
(information is missing). Such cases are seldom 
in our analyzed dialogues, it is difficult to find 
out a preferred strategy.  

Strategy 3. The officer initiates an inserted 
sequence before answering (a repair or a question 
adjusting the conditions of the answer). 

4 Further work 

Our further work will concentrate on finding out 
of more communicative strategies and on formal 
definitions of dialogue acts that make it possible 
automatic recognition of user’s goals in a co-
operative dialogue system. 
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1 Introduction

Human speech processing is riddled with ambigu-
ity and uncertainty on a number of levels: e.g. un-
certainty of speech-processing; lexical and struc-
tural ambiguity in parsing; dialogue–act classi-
fication; intention recognition and interpretation.
Information-state approaches to dialogue manage-
ment typically only maintain a single current state
and utilize strategies for resolving ambiguities and
uncertainty immediately they arise.1

We are concerned with tracking and un-
derstanding dialogue between multiple human
participants—specifically, in meetings—in such a
way that the dialogue system does not intervene.
In this scenario, the system is not able to pro-
vide feedback on whether or not it has understood,
and is unable to ask for clarification or ambiguity
resolution. Our ultimate aim is to model human-
human dialogue (to the extent that it is feasible)
in real-time, providing useful services (e.g. rel-
evant document retrieval) and answering queries
about the dialogue state and history (e.g. “what
action items do we have so far?”). Our approach
has been to extend our existing dialogue system,
based on the information-state update approach—
which supports a rich semantic interpretation of
multi-utterance constructions—to cope with the
added uncertainty inherent in two-person meetings
in which the participants speak, point, and draw on
a whiteboard.

1Some previous work has considered the issue of dialogue
management under uncertainty (e.g. (Levin et al., 2000; Roy
et al., 2000)) but has not generally involved rich semantic
dialogue states, linking speech directly to action.

1.1 Meeting artifacts and information state
We focus exclusively on meetings about artifacts:
i.e. meetings that produce some constructed object
as its end, such as a project plan with tasks and
deadlines (i.e. a Gantt chart), or budget in some
sort of spreadsheet format. This focus provides a
concrete frame for interpretation of drawing and
of spoken language.

Artifacts are represented in an ontology de-
signed using Protégé,2 including classes for the
objects themselves (e.g. a plan and its compo-
nents), relations among these entities, and the
events which affect state-change in the entities or
relations. The current artifact state, as represented
by the ontology, is part of the information state of
the dialogue and contributes to the interpretation
of utterances. Indeed, most utterance sequences
in our scenario can be viewed to have semantics
defined in operations over the artifact under dis-
cussion.

A meeting history viewer graphically displays
the relationships between changes to the artifacts
in the information state and the utterances and ac-
tions which caused those changes. This provides a
useful visual into the internals of the system, and
comprises a tool by which a meeting can be in-
dexed, allowing a user to skip to the dialogue seg-
ment associated with additions or changes to the
artifact (e.g. revisiting the negotiation associated
with the choice of a milestone date). Unlike stan-
dard meeting summarization systems, the history
viewer is cross-indexed by both artifact and dia-
logue.

2protege.stanford.edu
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2 Uncertainty management

There has been much work on dialogue man-
agement systems to detect and resolve ambigu-
ity, such as by combining multiple sources of
evidence—e.g. multimodal systems that combine
speech and drawing/gesture (Oviatt, 2000), or sys-
tems that use prosodic features to help classify
speech-acts (Venkataraman et al., 2003)—or by
using corpus-based statistical techniques to iden-
tify most likely interpretation. However, little
work has been done on maintaining the uncer-
tainty that arises from such ambiguity over ex-
tended periods of time, rather than resolving it
soon after its detection.

Previous applications of our dialogue manage-
ment system—e.g. (Lemon et al., 2002))—have
ignored uncertainty in interpretation and have re-
solved ambiguity immediately as it arose: e.g.
only the top item of the speech-recognizer’s n-best
list was considered (regardless of probability), and
clarification questions were used to resolve ambi-
guity. However, in the meeting-understanding ap-
plication, uncertainty management becomes nec-
essary as the system has only limited mechanisms
for resolving detected ambiguities without intrud-
ing on the normal flow of the meeting.

2.1 Incorporating ASR uncertainty into
dialogue state

An initial implementation of uncertainty in our di-
alogue state framework is to incorporate multi-
ple results from an n-best list into the Dialogue
Move Tree (DMT). As in previous work, each
incoming utterance is classified as a type of di-
alogue move, and a corresponding node is at-
tached to the DMT using an attachment algorithm
(see (Lemon et al., 2002)). Here, however, all
speech-rec results which can be interpreted in con-
text are simultaneously attached to the dialogue
move tree—these assignments are weighted de-
pending on recognizer and dialogue-move classi-
fication confidences. As more evidence becomes
available, either through subsequent utterances or
through multimodal evidence,3 nodes which rep-
resent unlikely interpretations are pruned from the

3Multimodal integration is performed in collaboration
with the Center for Human-Computer Communication at
Oregon Graduate Institute; see (Kaiser et al., 2003)

DMT. The idea is that the tree may contain arbi-
trarily long threads representing competing inter-
pretations of conversations which will be pruned
as new evidence rules out unlikely threads.

2.2 Current and future directions
Many meetings have at least an outline of struc-
ture, such as a formal or pre-agreed agenda. Some
agenda items may be directly related to the meet-
ing artifact or component thereof (e.g. deciding
the delivery date of a task). A direction we are cur-
rently exploring, one which does not seem to have
been pursued in previous meeting-understanding
projects, is to include some representation of
meeting-state—as measured by progress against
an agenda—to the dialogue information state. We
are also investigating techniques for automatically
detecting topic shifts. Such information can be
added to dialogue-state and used to prime ASR
language-models and disambiguate spoken utter-
ances. Links from utterance to agenda-item or
topic are themselves highly uncertain of course,
and will require more sophisticated probabilistic
models to be incorporated into the dialogue man-
agement process.
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Introduction We present the functionality of a
discourse processing component (DPC) for dia-
logue systems that are applied to the task of brows-
ing a database.1 The DPC is implemented accord-
ing to (Grosz and Sidner, 1986). It contains a fo-
cus stack which keeps information about the inten-
tions and the linguistically relevant objects (dis-
course objects) which occur in the course of the
dialogue. The intentions control the focus stack.
They are computed by employing a simple seman-
tics of utterances: utterances are mapped onto in-
tentions to specify a database query. We identify
the underlying discourse purpose with the goal of
picking a single database item. This is subsumed
by the database query specified. Thus, computing
the relation between utterance intentions and dis-
course purposes boils down to comparing database
queries. The focus stack is used to build a salience
structure which contains discourse objects. These
discourse objects serve as possible antecedents for
anaphoric expressions. For each discourse ob-
ject the salience structure holds information about
salience, surface form and meaning in order to
support an anaphora resolution component.

In order to show the applicability in user di-
rected dialogue we have chosen an ill-structured
task, cf. (Bernsen and Dybkjær, 2000), namely
picking a song from a music database. There is
no natural order in which the attributes title, artist,
and genre have to be specified. We assume that
the system has a small text display and the ability

1The work was done as a diploma thesis for the University
of Stuttgart at Sony International Stuttgart. We would like to
thank Ulrich Heid and Jan van Kuppevelt for their support.

to produce spoken output. The user can provide
input to the system only by way of spoken input.

Interaction The interaction between user and
system is predetermined by the following inter-
action pattern: first, the user specifies a database
query, and second, the system offers the user op-
tions to refine that database query. Note, that
the latter also comprises the offering of single
database items. Since our approach heavily re-
lies on discourse processing, a closer look at possi-
ble user input shows, that generally speaking there
are two possibilities: (i) The user specifies a new
database query which does not relate to any previ-
ous material. Examples are shown in Figure 1 in
utterances (1) and (5b). And (ii), the user can take
up one of the options offered by the system by us-
ing an anaphoric expression such as a definite de-
scription, a name, an abbreviation of a name, or
a pronoun. In Figure 1 utterance (3), the abbre-
viation “Folk” is anaphorical on the option named
“Irish Folk”. Similarly (5a) is anaphoric, too.

����� ����� ���	��
���	��

�����

U: Do you have the song Whiskey in the jar?�����
S: Which genre would you like?

Rock
Irish Folk�����

U: Folk.�����
S: There are two bands:

The Dubliners
The Pogues�����

U: (a) Rock. / (b) Jazz. / (c) The first one.

Figure 1: Example dialogue with discourse struc-
ture

Computation of Discourse Structure The set-
ting of the task is such that we only need Grosz
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and Sidner’s dominance relation. We compute it
by establishing a subsumption relation between
database queries. A database query is represented
by a set of attribute-value pairs where the attribute
specifies a field of the database and the value spec-
ifies the value of the field.

(1) Let A and B be database queries. A sub-
sumes B, iff A � B.

That means that A subsumes B, if and only if any
attribute-value pair that is element of A is also el-
ement of B and B contains at least one pair that is
not element of A.

The specification of database queries relates to
the structure of discourse in the following way:
each discourse segment is assigned exactly one
database base query which characterises its dis-
course purpose. A discourse segment starts with
the specification of a database query and com-
prises all successive utterances which do not spec-
ify another query that is not subsumed by it. A
discourse segment embeds another discourse seg-
ment if the database query that is associated with
it subsumes the query of the other segment. In the
example DS � is associated with the database query�
title, “whisky in the jar” � and DS � with {

�
title,

“whiskey in the jar” � , �
genre, “irish folk” � }. If the

user uttered (5a), DS � would be associated with�
genre, “jazz” � and accommodated on top level.

If he uttered (5b), DS � would be associated with
the query {

�
title, “whiskey in the jar” � , �

genre,
“rock” � } and embedded under DS � . Finally, (5c)
would yield DS � being embedded under DS � .

Discourse Processing The DPC updates the fo-
cus stack with every utterance, so that the stack
holds the information which is in the focus of at-
tention at each point of the dialogue. The elements
of the focus stack are focus spaces. In our imple-
mentation they are realized as feature structures of
the type shown in Figure 2.

A focus space representation contains of three
features: the feature PURPOSE holds the dis-
course purpose of the associated discourse seg-
ment in form of a database query. Each of
the other two features, i.e. DISC and GRAPH,
holds a list of representations of discourse ob-
jects. The first list (DISC) contains representa-

�������
PURPOSE : database-query

DISC : List of

 SURF : � SYN : NumberGenderFS

TYPE : DatabaseFieldSymbol �
SEM : database-query

�
GRAPH : List of 	 SURF : 
 TYPE : DatabaseFieldSymbol �

SEM : database-query �

�������

Figure 2: Type of FocusSpaceFS

tions of discourse objects which have occurred in
a natural language utterance, and the second one
(GRAPH) contains representations of discourse ob-
jects which have been presented on the display.
Object representations contain a database query
as their denotation (SEM feature) and information
about their surface realization (SURF feature).

Salience Structure After each update of the fo-
cus stack a copy of it is sent to the natural lan-
guage understanding unit. We call this copy the
Salience Structure. It provides a structured view
on salient discourse objects which are possible
candidates for antecedents of anaphoric expres-
sions. We claim that it contains important in-
formation about discourse objects which serve as
possible antecedents for anaphoric expressions: (i)
salience, (ii) modality (DISC/GRAPH), (iii) the or-
der of occurrence, (iv) syntactic properties, and (v)
semantic denotation.

For example see the alternative options in Fig-
ure 1: (5a) and (5c) are treated anaphorical, be-
cause they can be uniquely matched by a discourse
object in the salience structure. The expression
“rock” is matched by the displayed option “rock”
introduced in (2). And the expression “the first
one” is matched by the option “the dubliners” in-
troduced in (4).
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1 Denial vs. contrast

The extensive literatures on contrast and on denial
give the impression (despite terminological confu-
sions) that the phenomena are quite far apart. We
consider the following to be paradigmatic exam-
ples of denial and contrast respectively:

(1) A: Juan’s English is OK.
B: No, his English is notOK; he’s as fluent

as a native speaker!

(2) I was hungry but the restaurants were all
closed.

Some apparent differences: (i) Denials are essen-
tially a dialogue phenomenon as is obvious from
the fact that (ii) denials taken out of their dia-
logue context are often plain contradictions (Horn,
1989), and for this reason (iii) their analysis nec-
essarily involves nonmonotonic operations. Con-
trast on the other hand is (i’) a discourse relation
frequently occuring in monologue, (ii’) never in-
volving overt contradictions (*I am hungry but I
am not hungry)1 and therefore (iii’) often treated
as an essentially monotonic phenomenon: what li-
censes a contrastive conjunction is not overt con-
tradiction, but rather a conflict between what’s de-
feasibly implied by the first and second conjuncts.

However, despite these differences, some exam-
ples seem to fit both categories equally well:

(3) A: Juan speaks Spanish.
B: Well, heIS Argentinian, but heDOESN’ T

speak Spanish. He grew up in the States.

1Unless we interpret the 2 occurrences of ‘hungry’ as re-
ferring to different properties.

The second contrastive conjunct of B’s first utter-
ance echoes the statement made by A, and it seems
to retract the erroneous information as a textbook
case of denial, with B’s first conjunct constituting
a partial concession. However, B’s first statement
also fits neatly into an analysis as contrast, because
indeed the first conjunct weakly or defeasibly im-
plies that the second conjunct is not true (Argen-
tinian;speak Spanish). This paper shows that the
overlap in contrast and denial analyses’ of this ex-
ample is no coincidence and can be generalized to
a unified account of both phenomena.

2 Denial

We propose the following general structure of de-
nials in the form of a rhetorical relation, express-
ing a relation between discourse segments, each
defined as expressing only one (easily formaliz-
able) intention.2

issue: the common ground is incremented with
the first speaker’s utterance.

concession:optional concessions of 2nd speaker
to part of the information conveyed by the
first, are added to the representation as well.

correction: the actual denial, headed by some
negative or concessive particle (no, but)
and/or an echo, initiating adowndate with
the correcting information, i.e. add new info

2We formalized this in Layered DRT (Maier&van der
Sandt 2003, Geurts&Maier 2004), a semantic framework ca-
pable of representing different types of content at different
layers, enabling us to treat the (weakly) implied contradic-
tions of contrast and the overt ones of denial in a similar
way. See a longer version of this abstract atwww.kun.nl/
phil/tfl/˜emar
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and revise current common ground revised by
throwing out older material until consistency
is restored.

In example (1), A’s utterance sets up the issue, the
concession slot is empty, and B’s statement plays
the role of a correction. Example (3) has all 3
parts: A’s utterance is the issue; B’s remark that,
well, he is Argentinian constitutes a concession
since it corroborates the issue; the second con-
junct of that statement (but he doesn’t speak Span-
ish) is the correction, conflicting with the issue and
triggering a revision operation. Note that the cor-
rection here starts with abut whereas in conces-
sionless denials the role of ‘denial-marker’ is often
played by a negated echo of the previous speaker’s
utterance (as in (1)) and/or a negative particle like
No, No way! or Bullshit.

The formal semantic treatment suggested by the
above schema combines the reverse anaphora ap-
proach of Maier and van der Sandt (2003) with
a non-monotonic update or revision operation as
in (van Leusen, ms; Asher and Lascarides, 2003)
based on belief revision (Gärdenfors, 1988). Cru-
cial for this to work is the recognition of echoes
and the representation of not only asserted but
also implicated and presupposed material, as in (1)
wherehis English is not OK is merely an echo and
the only contradiction to be resolved involves the
scalar implicature of ‘OK’.

3 Contrast

Consider again the contrast example (2): it’s con-
sidered contrastive because the first conjunct (we
were hungry) defeasibly implies that we went and
got something to eat, whereas the second con-
junct implies the opposite, cancelling the first
defeasible implication. We argue, as do e.g.
Winter and Rimon (1994), that one often has to
take into account the discourse context in order to
find thistertium comparationis (Lagerwerf, 1998).
Taking the dependence on an issue in the context
seriously, we suggest that the first slot in a con-
trastive discourse relation should contain this is-
sue. A second segment then suggests a partial
answer to the issue (parallelling the monotonic
information growth with a denial’s concession),
whereas the final third segment gives a conflicting
answer necessitating a revision and correction.

As the example analysis of (2) below shows,
this description parallels exactly the 3-part coher-
ence relation of denial above. In line with the
above remarks on contrast however, we need to
give some context, in this case the example re-
quires that the topic of conversation is the question
whether the speaker ate, which constitutes the is-
sue.I was hungry is analysed as a concession, to-
gether with the inferencespeaker has eaten from
that assertion in the context of the issueHave you
eaten? Assuming that inferences of this type enter
the discourse representation, this leads to a cross-
layer contradiction with the second conjunct (as-
sumingrestaurants closed again in this particular
context impliesspeaker didn’t eat): the correction,
headed by abut (as was typical for standard de-
nials with concessions too).

4 Rectification vs. contrast

The unified discourse schema analysis proposed
above can easily account for some puzzling
facts about rectification adversative particles and
contrast-denial particles. Some languages such
as German, have a dedicated adversative particle
(sondern) for rectification uses, reservingaber for
contrast-denial, while other languages have lexi-
calized both meanings with the same particle (En-
glish: but).

In (4) we see howaber andsondern fit into one
correction segment.

(4) A: Habt Ihr gegessen?
B: Wir haben Hunger gehabt,

{aber/*sondern} wir haben nicht
gegessen, {*aber/sondern} nur Bier
getrunken.

On our account we can give a general (descrip-
tive) characterization of this distribution:aber is
the correction marker and must occur correction-
segment initially, whilesondern occurs within a
complex correction. Furthermore, the difference
in position inside the correction segment readily
accounts for the observation that speaker changes
are not possible in clauses joined by rectification
particles but are fine with a contrast-denialbut
(von Klopp, 1994) since speaker changes are only
natural at discourse segment boundaries.
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This paper tries to bring closer two theories
of human communication:
Commitment stores and dialogue games

Hamblin (Hamblin, 1970) introduced the no-
tion of commitments stores whereby dialogue
participants can keep track of (public) com-
mitments that arise during the interaction. He
also pointed out the rule-governed nature of
dialogues, and tried to exhibit set of norma-
tive rules (dialogue games) which could pre-
vent certain types of fallacies
Discourse semantics The primary aim of
this approach was to extend Montagovian
compositional semantics to account for phe-
nomena observed at the discourse level. This
motivated a shift from static truth-semantics
to an update semantics (that is, sentences
are regarded as update functions on possi-
ble worlds). In this perspective, the seman-
tic/pragmatic interface becomes the focus of
attention.
The case for a crossover. To begin with,
one may ask why dialectical models are not
enough to model human conversations. Very
often, a turn is composed of several basic
units. Under the assumption that the speaker
obeys coherence principles (e.g. the so-called
”right frontier” of discourse structure (Asher
and Lascarides, 2003)), it is for instance possi-
ble to define those discourse referents that can
be used later in the dialogue. This, of course,
can prove to be crucial when facing the inter-
pretation of follow-up utterances and dialogue
turns. It is clear that current dialectical ap-
proaches fall short of being able to account for

these aspects, as they are simply not equipped
with notions allowing to deal with this level of
analysis. On the other hand, the very same
observations can be made at the level of dia-
logue turns, thus emphazing the need to take
into account dialogue structure.

Semantic content, speech acts and

rhetorical relations We take speech acts
as conversational basic units, consisting of
a propositional content and an illocutionary
force. Following proposals in SDRT (Asher
and Lascarides, 2003), semantic content is rep-
resented as Discourse Representation Struc-
ture (Kamp and Reyle, 1993) (Kπ), and aug-
mented by specifying the producer (Lπ) and
the mood (affirmative, interrogative, impera-
tive) (Mπ) of the utterance. In SDRT, assum-
ing the coherence of a discourse means that
each utterance has to be related to the con-
text with a rhetorical relation (except the first
one). Such relations are defined by their trig-
gering conditions and their semantic effects.
In discursive approaches, coherence is verified
if an utterance can be successfuly attached to
the context. Likewise, coherence in conven-
tional approaches of dialogue corresponds to
the successful integration of a dialogue act in
an authorized dialogue game.

We use the discourse structure definition
presented in (Asher and Lascarides, 2003)(sec-
tion 4.4.1). DS = 〈A,F , LAST 〉 where A is
a set of labels, F is an assignation function
from labels to well-formed SDRSs, and LAST

is the last discourse label introduced. A well-
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formed SDRS is either (i) a logical form for
atomic natural language clauses (like DRSs),
(ii) a discourse relation between labels, (iii)
the dynamic conjunction of two well-formed
SDRSs or finally (iv) the negation of a SDRS.

A Conversational scoreboard consists of the
discourse structure (DS) and commitment
stores (EA and EB) of speakers A and B over
certain elements of DS: CS = 〈DS, EA, EB〉.
Elements of EX are SDRS contents, i.e. either
simple DRSs, or complex constituants. Some
of these contents received a negative polarity if
speakers are commited to their falsity (linked
to an expressed disagreement; this has nothing
to do with private beliefs, but reflects public
information).

We consider here how commitment evolves,
and how this can be seen as an interpre-
tation of coherence relations in a dialogue,
whether we consider ”monologic” relations1

or properly dialogic relations. The following
rules can thus be seen as update rules of
the board for each recognized act for which
a relation with the context can be inferred.
The first case to consider is for monologic
vericonditional relations, i.e. relations whose
dynamic semantic is of the form (∧dyn is
dynamic conjunction) as proposed in (Asher
and Lascarides, 2003):
(w, f)[[R(π1, π2)]]M (w′, g) ssi (w, f)[[F(π1)∧dyn

F(π2) ∧dyn φR(π1,π2)]]M (w′, g)

Here φ stands for semantic effects due to
each relation (e.g. narration(π1 , π2) implies a
temporal succession of events in π1 and π2,
and a common topic for the pair). In a di-
alogue context, the producer of π1 and π2 is
then committed to the content of π1 and π2,
and the rhetorical link between them, because
semantic effects can be seen as conventionally
implied.

We note ⇒π the update of commitment
stores by a constituant π. If both π1 and π2

are produced by the same speaker, her com-
mitment store will evolve as follows (in two
steps):

1”Monologic relations” have to be understood as
relations that were already studied in the monologue
case even if they hold also across speech turns.

EA ⇒π1 EA ∪ {F(π1)} = EA′ ⇒π2 EA′ ∪
{F(π2), φnarration(π1,π2)}

The remaining of the board is left un-
changed. If it is a ”monologic” relation across
speech turns (π1 is said by A, and π2 by B),
then only the first update applies to A, while
both updates apply to B’s commitment store.
Likewise, other relations can be interpreted as
commitment updates, with ”truth” replaced
by the corresponding commitment of a speaker
to a proposition.

Given that speaker B utters π2, and that
π2 is to be attached to π1 with the relation R

we define commitments for dialogic relations
in the following way :

- if R = relationq (i.e relationq(π1, π2)
holds)2 then B’s commitments are not affected
but relation defines the commitments concern-
ing the answer to the question (see next case)

-if R = QAP (Question Answer Pair) then B
commits himself to the answer and to the link
between the context and the question-answer
pair. If Relationq(π0, π1) then
EB ⇒ EB ∪{F(π), φRelation(π0 ,π)} where π cor-
responds to the resolved question-answer pair.

- if R = acknowledgement, then B commits
herself to π1 content.3 EB ⇒ EB ∪ {F(π1)}

- if R=challenge (as defined in (MacKen-
zie, 1979)) A cannot go further without ei-
ther withdrawing or justifying the proposition.
EA ⇒ EA ∪ F(π1) and EB ⇒ EB \ F(π1)
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1 Introduction

In the Mission Rehearsal Exercise at University
of Southern California, (Swartout et al., 2001),
a leader is trained with a story-based immersive
simulation including many characters, both team-
mates and others. While a number of these char-
acters (especially the ones in the front and cen-
ter) play lead roles in the story and interact heav-
ily with the trainee (Rickel et al., 2002), there
are also a number of “supporting” characters who
play fairly minor roles, but are still important to
the setting of the story. The original versions of
these characters had all their motions painstak-
ingly hand animated, and were set in loops when
the interaction lasted longer than the amount of
scripting. Such scripting has three problems: first
it is labor intensive, second, it is not reactive to
local circumstances, and third, the repetition can
detract from the realism, even if well animated for
short segments.

A solution to these problems is to use some
automatic simulation rather than hand-scripting.
As (O’Sullivan et al., 2002) point out, crowd and
group simulations are becoming increasingly im-
portant for a number of applications, including
movies, as well as games and simulations. Ran-
dom or scripted behaviors are satisfactory for low
levels of details (e.g., very distant crowds), and
full animated conversational agents are adequate
for the main characters, but these are overkill for
middle-level group members who are seen at some
distance and not directly interacted with. What we
need for our middle-level characters is something
good enough to look like characters involved in

conversation without the overhead of fully intel-
ligent agents. A very good starting point is pro-
vided by (Padilha and Carletta, 2002), who syn-
thesize some of the best research on group dia-
logue behavior into a parameterizable, probabilis-
tic algorithm for individual behavior as part of a
group. We have re-implemented this simulation,
with some enhancements, and used the results to
animate the Bosnian crowd members in the Mis-
sion Rehearsal Exercise.

2 Crowd Simulation for Animation

While (Padilha and Carletta, 2002) have a sim-
ulation algorithm with results specifying outputs
such as talking, gestures of a few sorts, and gaze,
they did not actually link up the simulation to
an animation system. Doing such, in this case
to BDI’s Peopleshop

� �

characters, necessitated
making individual choices of types of gestures to
indicate speaking and other motions. Figure 1
shows a snapshot of the characters involved in
conversation.

We have also made several extensions to the
simulation of (Padilha and Carletta, 2002) to ac-
count for the use of this simulation as embedded
in the virtual world. First some extensions to the
gaze model, to account for change of addressee
and audience gaze at multiple speakers. More im-
portantly, though, we also allow attention to pass
away from the group discussion to focus on exter-
nal events such as the main conversation between
the human trainee and main character virtual hu-
mans and other occurrences, such as explosions
and people and vehicle movements.
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Figure 1: Bosnian Group in conversation

The simulation runs by cyclically testing a set
of parameter values against random numbers, with
the results leading to decisions of whether to speak
or listen or attend elsewhere and which gestures to
make.

These parameters were defined in (Padilha and
Carletta, 2002):

talkativeness: likelihood of wanting to talk.

transparency: likelihood of producing explicit
positive and negative feedback, and turn-
claiming signals.

confidence: likelihood of interrupting and contin-
uing to speak during simultaneous talk.

interactivity: the mean length of turn segments
between TRPs.

verbosity: likelihood of continuing the turn after
a TRP at which no one is self-selected.

In addition, we added the following parameters:

responsiveness:likelihood of a participant react-
ing to interruptions from outside the group.

continuity: likelihood of selecting an addressee
(for example, by asking a question to him/her
specifically) at the end of the speaker’s turn.

A loop (a modification of the algorithm in
(Padilha and Carletta, 2002)) is executed every cy-
cle (approximately 500 ms long) by each char-
acter. The main modifications involve allowing

agent responsiveness to events and speech outside
the group and the linking of abstract behaviors to
specific animation calls for the characters.

3 Evaluation

Padilha and Carletta’s evaluation plan involved
comparing their simulation to transcripts of group
conversation data, showinga better fit than simpler
models. While this kind of evaluation would cer-
tainly be interesting, we propose a different kind
of evaluation - whether the simulation “looks like
a conversation” to a viewer. Two baselines for per-
formance are whether the simulation looks more
natural than random motion and whether the sim-
ulation looks more natural than the looping, hand-
crafted animation.

We also want to evaluate the effects of the in-
dividual parameters. We have constructed experi-
ments in which different characters are given dif-
ferent values for parameters (such as talkativeness
and confidence), and then showed viewers record-
ings of different simulation runs with these param-
eters to judge features like apparent talkativeness
of individual characters.
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Abstract

In this paper, a generic solution is pre-
sented for capturing, representing and
employing the context of use in dia-
logue processing. The implementation
of the solution within the framework of
the SesaME dialogue manager and the
Butler demonstrator is also described.

1 Introduction

In natural human-to-human communication,
speakers are able to use implicit contextual infor-
mation to increase the conversational bandwidth.
The implicit contextual information is relevant
knowledge about the actual situation. However,
this knowledge is not necessarily part of the
linguistic context (has not been uttered earlier).

The following real life example illustrates the
use of implicit knowledge about the situation.

An employee leaving the office:
Q: When is my train leaving?
A: At 17:30.

This dialogue appears somewhat strange, in-
complete and even incomprehensible to others
than the participants. In spite of this, the dialogue
exhibits a successful interaction. This short dia-
logue appears to be a repetition of similar interac-
tions encountered previously. The answer contains
prediction and beliefs about the dialogue partner’s
individual goals, intentions and preferences.

For achieving more natural and efficient com-
munication, it is desirable to enable spoken dia-
logue systems to support similar interactions.

2 Employing context of use in SesaME

SesaME (Pakucs, 2003) is a generic dialogue man-
ager specially developed to enable multi-domain
dialogues in mobile environments. The central
idea is to know as much as possible about the
users. Each user is expected to use an individ-
ual andhighly personalized speech interfaceto ac-
cess a multitude of services and appliances. This
is achieved through a personalized speech inter-
face integrated into some personal and wearable
appliance such as a mobile phone or a PDA. The
application specific data, including the dialogue
management capabilities, is locally stored at the
service provider side and is dynamically plugged
into the personalized speech interface and acti-
vated whenever the user enters a new environment.

The SesaME architecture is comparable to
other agent-based architectures such as the TRIPS
(Allen et al., 2000) architecture. A central infor-
mation storage, a blackboard, stores the represen-
tation of the system’sinformation state(Larsson
and Traum, 2000). However, this representation is
not formalized; the information state is merely a
collection of all data available to the dialogue sys-
tem. An event-based solution is used for updat-
ing the information state, where events can be di-
alogue moves, internal system events, or changes
in the user’s context of use.

2.1 Knowledge representation

After each interaction with a user, every utterance
and the related contextual information is repre-
sented as a feature vector containing feature-value
pairs of all relevant information related to the in-
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teraction. The only common property of the fea-
tures in the feature vector is the co-occurrence.
The feature vectors are indexed and stored in in-
dividual user models implemented as vector-space
models. For manipulating the user models, well-
known information retrieval solutions are used.

Albeit, every feature vector is domain and task
dependent, the individual user models are generic
and they may contain feature vectors from several
different domains and tasks. In this way, capturing
and employing cross-domain user characteristics
is also feasible.

2.2 Context based adaptation

In SesaME, a content-based solution (Zukerman
and Albrecht, 2001) is employed for performing a
context-based adaptation to individual users.

A context manager keeps track of the user’s
current context. During every new interaction,
based on the available contextual information one
or more feature vectors are built. These vectors
are used for retrieving similar interactions from
the user model.

The retrieved results are used to predict specific
features of the ongoing interaction and to achieve
adaptation to the current context. For example,
based on earlier interactions with a voice con-
trolled travel-planer it may be possible to detect
that a commuter’s most frequent choice of destina-
tion on weekday evenings is “Stockholm”. Thus,
it is possible to ask the user a more natural ques-
tion: “Would you like a ticket to Stockholm?”in-
stead of the impersonal default prompt:“Where
would you like to travel?”.

However, if no similar interactions are present
in the user model, or no obvious patterns are de-
tected, the default prompt is used.

3 Application and Evaluation

The Butler (Pakucs, 2004) is a telephony-based
multi-domain dialogue system developed for eval-
uating the employment of contextual information
in SesaME. The services provided by Butler can
be categorized in three main categories,public
servicessuch as accessing commuter and subway
train timetables, menu information for the nearby
restaurants,accessing personal informationfrom

calendars andaccessing workplace related infor-
mation, such as time and location of meetings and
seminars.

All these services are based on information
services available on the Internet. The relevant
knowledge is automatically extracted from the
available html-documents and transformed into di-
alogue descriptions at runtime. The users are iden-
tified through speaker verification or based on the
used mobile-phone numbers (A-numbers).

Currently a long-term evaluation of the Butler
is conducted. However, preliminary data indicates
that erroneous system predictions are considered
as natural and non-disturbing by the users.

4 Conclusions

In this paper, a generic solution for employing im-
plicit contextual knowledge in dialogue manage-
ment was introduced. By encoding contextual in-
formation in the user model it becomes feasible to
predict specific features of an ongoing interaction.
Thus, a simultaneous adaptation to an individual
user and the user’s current situation is supported.
This solution appears to be a promising contribu-
tion to providing a more flexible and natural inter-
action in spoken dialogue systems.
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