














Bias, Tone and Questions in Dialogue

Nicholas Asher

University of Texas at Austin, USA

Ever since the work of Borkin and Linebarger (in the 70s) and Ladusaw

(beginning of the 80s), the semantics of questions and their licensing of negative

polarity items (NPIs) (ever, any) have been the subject of considerable scrutiny

in formal semantics. Early on linguists also noticed that questions with NPIs

like (1) had a biasing e↵ect:

(1) Does Fred do a damn thing around the house?

Borkin argued that such questions were only acceptable when the speaker

evidences a feeling of incredulity or an expectation of a ’no’ answer. The obser-

vation by and large holds up, and the work on the semantics of questions and

NPIs gives us a pretty good explanation of the bias e↵ect. But missing in all of

this is the role of intonation which gives intonational prominence to the NPI.

Also missing is an account of positive polarity items in questions. And finally

what accounts for the bias in framing a polar question negatively rather than

positively as in (2a,b)

(2) a. Are you tired?

b. Aren’t you tired?

Further questions that are important for the analysis of dialogue also need

to be addressed. How do questions a↵ect the content of a dialogue? Is the

bias of the question part of the semantic content or a pragmatic ”side e↵ect”?

Should an account of dialogue really pay attention to the fine grained di↵erences

between

Are you tired? Are you at all tired? Are you somewhat/ a little bit tired?

Aren’t you tired?

I’ll sketch a particular approach to questions in dialogue that comes largely

from joint work with Alex Lascarides and attempt to address some of these

questions in my talk.
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Beliefs, intentions, actions and speech acts

Andreas Herzig and Dominique Longin

IRIT - Université Paul Sabatier, France

We present a logical framework integrating the notions of belief, intention
and action that is build on epistemic logic and dynamic logic. Based on that
framework we discuss the representation of speech acts as actions that can be
characterized by pre- and postconditions, focussing on the evolution of beliefs
and intentions when speech acts are performed.
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Investigating the interactive-alignment model of
dialogue

Martin Pickering

University of Edinburgh, Scotland

The interactive alignment account of language comprehension in dialogue
(Pickering & Garrod, Behavioral and Brain Sciences, in press) assumes that the
linguistic representations employed by the interlocutors become aligned at many
levels, as a result of a largely automatic process. The process greatly simplifies
production and comprehension in dialogue. It makes use of a simple interactive
inference mechanism, enables the development of local dialogue routines that
greatly simplify language processing, and explains the origins of self-monitoring
in production. In the course of describing the account, I outline a number of
recent experimental studies that provide support for the account.
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Negotiative Spoken-Dialogue Interfaces to Databases

Johan Boye and Mats Wirén
Voice Technologies
TeliaSonera Sweden

Johan.Boye@teliasonera.com, Mats.Wiren@teliasonera.com

Abstract

The aim of this paper is to develop a principled
and empirically motivated approach to robust,
negotiative spoken dialogue with databases. Ro-
bustness is achieved by limiting the set of repre-
sentable utterance types. Still, the vast majority
of utterances that occur in practice can be han-
dled.1

1 Introduction

The need for spoken dialogue with databases
is rapidly increasing as more and more non-
technical people access information through their
PCs, PDAs and mobile phones. The related re-
search area of natural-language (text-based) in-
terfaces to databases has a long tradition, going
back at least to around 1970. Still, a kind of cul-
mination of this research occurred already in the
1980s (for an excellent overview, see Androut-
sopoulos et al. 1995). The high-end systems of this
time, for example, TEAM (Grosz et al. 1985), LO-
QUI (Binot et al. 1991) and CLE/CLARE (Alshawi
1992, Alshawi et al. 1992) used linguistically-
based syntactic analysis and powerful interme-
diary languages for semantic representation, and
were able to engage in continuous dialogue in-
volving complex phenomena such as quantifica-
tion, anaphora and ellipsis. In part, this was pos-
sible because the systems were alleviated from the

1The authors would like to thank the Adapt group at Telia-
Sonera and KTH for discussions and feedback, and the par-
ticipants at a presentation of this material at Göteborg Uni-
versity for valuable comments. This work was supported by
the EU/HLT-funded project NICE (IST-2001-35293).

kind of noisy input generated by speech recogni-
tion, since text-based input was the only realistic
option at the time.
Although some of today’s commercial spoken-

language information services also provide access
to databases, they do not aim at being general
database interfaces in the sense of the systems
mentioned above. Rather, they provide a limited
view of the database which is relevant to a par-
ticular task, for example, finding a train trip that
fulfills certain constraints. This restricts the user
to asking certain types of question that are com-
patible with the task, whereas other types are not
allowed. In many cases, the system also keeps the
initiative to itself by treating the user as an answer-
supplier.
An advantage of this cautious approach to spo-

ken dialogue with databases is that it allows a very
simple semantic representation of user utterances,
typically as flat slot–filler structures representing
the propositional contents. For example, the utter-
ance “I’d like a two-room apartment on the South
Side” could be represented as [number of rooms
= 2, area = south side]. Hence, robust methods
like phrase-spotting can be used for extracting the
meaning even from noisy input.
However, progress in speech recognition and

robust parsing during the last decade opens up the
possibility of constructing more general spoken-
dialogue database interfaces. In this paper, we will
investigate negotiative spoken-dialogue interfaces
to relational databases. “Negotiative” here means
that the user is able to discuss and compare several
alternative solutions to a problem (Larsson 2002).



More specifically, the goal of the paper is to find
an empirically based trade-off between robustness
and expressiveness in spoken database dialogue:
On the one hand, by deliberately restricting the
expressiveness of the semantic representation for-
malism (keeping it suitably coarse-grained), we
make it apt for robust parsing. On the other
hand, the representation must be sufficiently fine-
grained to capture the distinctions actually made
in spoken database dialogue. We present a for-
malism that meets these goals, as well as a robust
parsing algorithm for mapping speech recognizer
output to this representation. The approach has
been used successfully in Adapt (Bell et al. 2001),
a multimodal dialogue system in an apartment do-
main.

2 Negotiative dialogue

The following piece of dialogue with the Adapt
system provides an illustration of the kind of ne-
gotiative dialogue we are aiming to handle.

1. User: Are there any two-room apartments on
the South Side that cost less than two mil-
lion?

2. System: Do you have any other require-
ments?

3. User: A balcony would be nice.

4. System: There are seven such apartments.
They are shown on the map.

5. User: I see . . . this apartment on Horn street
. . . how much does it cost?

6. System: The apartment on Horn Street costs
1,900,000 kronor.

7. User: Ok . . . is there anything cheaper?

8. System: The apartment on Blekinge street
costs 1,500,000 kronor.

9. User: Hmm . . . please tell memore about that
apartment.

In utterances 1 and 3, the user homes in on the kind
of apartment he wants to consider (the specifica-
tion phase). The system briefly presents a num-
ber of results (in utterance 4) by indicating their

position on the map, after which the user starts
asking questions about the individual apartments,
comparing their relative merits (utterances 5, 7, 9).
This negotiation phase is what distinguishes nego-
tiative dialogue systems from simpler systems.
To handle negotiative dialogue, the system must

be able to distinguish specification utterances like
“I’d like an apartment with a balcony” from utter-
ances seeking information about a particular apart-
ment, like “Does that apartment have a balcony?”.
The system must also be able to handle refer-
ences to different objects in the same utterance,
like “Is there anything cheaper than that apartment
on King’s street?”.

3 Domain models

From the user’s point of view, the purpose of a dia-
logue as exhibited above is to retrieve information
about a set of interrelated objects, such as apart-
ments, prices and addresses. The set of all such
objects in the domain, together with their rela-
tions, constitutes the domain model of the system.
From the system’s point of view, the goal is then to
translate each user utterance into an expression de-
noting a subset of the domain model (namely, the
subset that the user is asking for), and to respond
by either presenting that subset or ask the user to
change the constraints in case the subset cannot be
readily presented.2
We will assume that each object in the do-

main model is typed, and to this end we will as-
sume the existence of a set of type symbols, e.g.

etc., and
a set of type variables ranging over the
set of type symbols. Each type symbol denotes a
set of objects in an obvious way, e.g.
denotes the set of apartments. Both type symbols
and type variables will be written with a
font, to distinguish them from symbols denoting
individual objects and variables ranging over indi-
vidual objects, which will be written using an ital-
icized font. The expression is taken to mean
the assertion “ is of type ”.
Objects are either simple, scalar or structured.
2Naturally, this is somewhat idealized, as there are meta-

utterances, social utterances, etc. that are not translatable to
database queries. Still, 96% of the utterances in our Adapt
corpus correspond to database queries (compare Section 6).



Objects representable as numbers or strings are
simple (such as objects of the type or

). Scalar objects are sets of simple ob-
jects, whereas structured objects have a number of
attributes, analogous to C structures or Java refer-
ence objects. Typically, structured objects corre-
spond to real-world phenomena on which the user
wants information, such as apartments in a real-
estate domain, or flights and trains in a travel plan-
ning domain.
We will use the notation to refer to at-

tribute of object . For example, an apart-
ment has the attributes , ,

, , , etc., with the
respective types , , ,

, , etc. Hence if
is a true assertion, then so is

.
Thus, a (structured) object might be re-

lated to another (simple, scalar or structured) ob-
ject by letting be the value of an attribute
of . For instance, an apartment is related
to “King’s street” by letting

. There is a standard transformation
from this kind of domain models into relational
database schemes (see e.g. Ullman 1988, p. 45),
but domain models can also be represented by
other types of databases.
We will further assume that types are arranged

in a subtype hierarchy. The type is a subtype of
(written as ) if is a true assertion

whenever is a true assertion.

4 Semantic representation formalism

In this section, we describe expressions called “ut-
terance descriptors”, which constitute the seman-
tic representation formalism used internally in the
Adapt system.

4.1 Constraints
Constraints express desired values of variables and
attributes. The following are all examples of con-
straints:

4.2 Set descriptors
Set descriptors are expressions denoting subsets of
the domain model. They have the form ,
where is a conjunction of constraints in which
the variable occurs free. Such a set descriptor
denotes the set of all objects of type such that
is a true assertion of . Thus,

denotes the set of all apartments whose
attribute has the value and whose

attribute has the value 2.
Wemay also add existentially quantified “place-

holder” variables to a set descriptor without
changing its semantics. For instance, the set de-
scriptor above is equivalent to:

Thus, set descriptors can also have the form
, where is a conjunction of con-

straints in which and occur.

4.3 Representing context
Utterances may contain explicit or implicit ref-
erences to other objects than the set of objects
sought. For example, when the user says “A bal-
cony would be nice” in utterance 3 of the dialogue
fragment of section 2, he further restricts the con-
text (the set of apartments) which was obtained af-
ter his first utterance.
Obviously, an utterance cannot be fully inter-

preted without taking the context into account.
Thus the context-independent interpretation of an
utterance is a function, mapping a dialogue con-
text (in which the utterance is made) to the final
interpretation of the utterance. In our case, a di-
alogue context is always an object or a set of ob-
jects (a subset of the domain model), and the final
interpretation is a set descriptor, denoting the set
of objects that are compatible with the constraints
imposed by the user.
Accordingly, the context-independent interpre-

tation of “A balcony would be nice” is taken to be

where is a parameter that can be bound to a
subset of the domain model. Thus the expression



above can be paraphrased “I want an apartment
from that has a balcony”. The idea is that the
ensuing stages of processing within the dialogue
interface will infer the set of objects belonging to
the context, upon which the functional expression
above can be applied to that set, yielding the fi-
nal answer. In the dialogue example of section 2,
will be bound to the set of apartments obtained

after utterance 1.
An utterance may contain more than one im-

plicit reference to the context. For example, “Is
there a cheaper apartment?” (utterance 7 of the di-
alogue fragment of section 2) contains one implicit
reference to a set of apartments from which the
selection is to be made, and another implicit ref-
erence to an apartment with which the comparison
is made (i.e. “I want an apartment from which is
cheaper than the apartment ”).3 Hence the repre-
sentation is:

The contextual reasoning carried out by the Adapt
system then amounts to applying this expression
first to the apartment mentioned in utterance 6, and
then to the set of apartments introduced by utter-
ance 4.
Therefore, we define an utterance descriptor to

be an expression of the form ,
where is either a set variable or a typed vari-
able , and where is a set descriptor in which
the variables of occur free. Thus, an
utterance descriptor is a function taking argu-
ments (representing the context), returning as re-
sult a subset of the domain model.
Yet an example is given by the utterance ”How

much does the apartment cost”, which is repre-
sented by

Utterance descriptors can also contain type vari-
ables, when sufficient type information is lacking.
For instance, “How much does it cost?” would be
represented by

3For comparisons with sets of objects, see section 7.

4.4 Minimization and maximization
In many situations one is interested in the (single-
ton set of the) object which is minimal or maximal
in some regard, for example the “biggest apart-
ment” or the “cheapest ticket”. To this end, we
will further extend the notion of utterance descrip-
tor.
Consider an expression of the form

where is a numerical type and is a conjunc-
tion of constraints in which and occur. We will
take such an expression to denote the (singleton)
set obtained by first constructing the set denoted
by , and then selecting the object whose
value for is minimal. For instance, the utterance
“Which is the cheapest apartment?” would by rep-
resented as

When applied to a context set , the function
above returns an expression denoting the single-
ton set of the apartment in whose price attribute
has the minimal value. There is also a analogous
maximization operator .

5 Robust parsing

The robust parsing algorithm consists of two
phases, pattern matching and rewriting. In the lat-
ter phase, heuristic rewrite rules are applied to the
result of the first phase. When porting the parser
to a new domain, one has to rewrite the pattern
matcher, whereas the rewriter can remain unal-
tered.

5.1 Pattern matching phase
In the first phase, a string of words4 is scanned left-
to-right, and a sequence of constraints and meta-
constraints, triggered by syntactic patterns, are
collected. The constraints will eventually end up
in the body of the final utterance descriptor, while
the purpose of the meta-constraints is to guide the
rewriting phase.
The syntactic patterns can be arbitrarily long,

but of course the longer the pattern, the less fre-
quently it will appear in the input (and the more

4Currently, 1-best output from the speech recognizer is
used.



sensitive it will be to recognition errors, disfluen-
cies etc.). On the other hand, longer syntactic pat-
terns are likely to convey more precise informa-
tion.
The solution is to try to apply longer patterns

before shorter patterns. As an example, recon-
sider the utterance “I’m looking for an apartment
on King’s street”, and suppose that “apartment on
” (where is a street), “apartment” and “King’s
street” are all patterns used in the first phase. If the
utterance has been correctly recognized, the first
pattern would be triggered. However, the utter-
ance might have been misrecognized as “I’m look-
ing for an apartment of King’s street”, or the user
might have hesitated (“I’m looking for an apart-
ment on ehh King’s street”). In both cases the
pattern ”apartment on ” would fail, so the pat-
tern matching phase would have to fall back on the
two separated patterns “apartment” and “King’s
street”, and let the rewriting phase infer the rela-
tionship between them.

5.2 Meta-constraints
The pattern matching rules in the pattern matcher
associate a sequence of constraints and meta-
constraints to each pattern. The most commonly
used meta-constraint has the form which
is added when an object of type has been men-
tioned. For instance, in the Adapt parser, the pat-
tern ”apartment” would yield

whereas the pattern ”King’s street” would yield

where and are variables. The existence of
the object is inferred, since in
the Adapt domain model, streets can only occur in
the context of the attribute of the
type. If the domain model would include also an-
other type ( , say) that also has an at-
tribute , the pattern could instead yield:

where is a type variable.
The meta-constraint is a variant

of that conveys the additional informa-
tion that is likely to be the object sought. We will
illustrate the use of this and other types of meta-
constraints in section 5.4.

5.3 Rewriting phase
In the rewriting phase, a number of heuristic
rewrite rules are applied (in a fixed order) to the
sequence of constraints and meta-constraints, re-
sulting in a utterance descriptor (after removing all
meta-constraints). The most important rules are:

Unify as many objects as possible.

Identify the object sought.

Identify contextual references.

Resolve ambiguities.

The first rule works as follows: Suppose pattern
matching has resulted in:

Then checking whether the two objects and
are unifiable amounts to checking whether the

types and are compatible (which they
are, as is a variable), and checking whether an

has an attribute (which is true).
Therefore the result after applying the rule is

As for the second rule, the object sought is
assumed to be the leftmost in the se-
quence. Failing that, it is assumed to be the left-
most . In the sequence above, that means

, which results in:

No more rewrite rules are applicable on this ex-
pression. The final result is obtained by adding the
contextual argument and by removing all meta-
constraints:

5.4 Example
The utterance “I’d like an apartment on Horn
Street that is cheaper than the apartment on King’s
street” exemplifies the use of several rewrite rules
in the Adapt system. First of all, “apartment on
Horn Street” yields



The pattern “cheaper” yields the sequence

which is appended to the first sequence. The
meta-constraint conveys that the

variable is one of the attributes or
. If no further clues are against, will

be bound to .
Finally, the pattern “apartment on King’s

Street” appends the sequence

In the rewriting phase, objects are first unified
in a left-to-right order. Thus and are uni-
fied, but the meta-constraint prevents
unification of and . Instead, and are
unified. The ambiguity is resolved (binding to

). Thereafter, the variable is identified as
the main object, and the implicit contextual refer-
ence argument is added.

Finally, the variable is identified as a contex-
tual reference. After removing meta-constraints,
this results in:

6 Discussion

Given that the goal of this paper is to find an em-
pirically based trade-off between robustness and
expressiveness in spoken database dialogue, there
are two questions that need to be answered:

1. Is the parsing algorithm robust enough?

2. Is the formalism expressive enough?

For an answer to the first question, we refer
to Boye and Wirén (2003). Basically, that paper
demonstrates that the parser is robust in the sense

of outputting utterance descriptors with a signifi-
cantly higher degree of accuracy than the strings
output by the speech recognizer.
To answer the second question, we need to

look at the kinds of utterances that cannot be
represented by the formalism. To this end,
we have studied two corpora with transcriptions
of database dialogue. One is from the Adapt
apartment-seeking domain (Bell et al. 2000), com-
prising 1 858 user utterances, and the other is from
the SmartSpeak travel-planning domain (Boye et
al. 1999), comprising 3 600 user utterances. Both
corpora are the results of Wizard-of-Oz data col-
lections used for development of the systems. In
both cases the wizard tried to promote user ini-
tiative as well as to simulate near-perfect speech
understanding.
Below we provide a list of utterance types that

are not representable as utterance descriptors, but
instances of which are found in at least one of the
corpora. The list was obtained by manually check-
ing several hundred utterances from each of the
two corpora and, in addition, searching the entire
corpora for a variety of constructions judged to be
critical.

1. Constructions involving a function of more
than one structured object: “How many two-
or three-room apartments are there around
here?”

2. Complex and–or nesting: “A large one-room
apartment or a small two-room apartment.”

3. Selection of elements from a complementary
set: ”Are there any other apartments around
Medborgarplatsen that are about 50 square
meters big and that are not situated at the
ground floor?”

4. Comparatives involving implicit references
where the comparison is made with a set
of objects rather than with a single object.
To illustrate, assume that several flight alter-
natives and their departure times have been
up for discussion previously in the dialogue.
The user then asks: “Is there a later flight?”,
requesting a flight which is later than all the



previously mentioned ones.5

The most common of these types is (1), which
accounts for 0.4% in the apartment corpus (but
does not show up at all in the travel corpus). In
none of the other cases do the number of occur-
rences exceed 0.05% of a single corpus. We thus
conclude that the kinds of utterances that are not
representable by our semantic formalism only oc-
cur marginally in our corpora.
It is also interesting to consider utterance types

that we cannot handle and that don’t appear in our
current corpora. For example, TEAM (Grosz et al.
1985) handles constructions such as “Is the small-
est country the least populous” (comparison in-
volving two superlatives) and “For the countries in
North America, what are their capitals?” (“each”
quantification). Although it may be argued that
these particular sentences are not typical of spo-
ken negotiative dialogue, session data from other
spoken database interfaces are certainly useful for
the purpose of testing the formalism.
We set out by claiming that negotiative dialogue

requires that we go beyond flat slot–filler struc-
tures. Indeed, even a quick look at the corpora
reveals that a substantial part of the utterances do
require the added expressiveness. Thus, in addi-
tion to trivial specification utterances such as “I’d
like a two-room apartment on the South Side”, one
encounters numerous instances like the following
that can be represented by our formalism, but not
in general by flat slot–filler structures:

1. Specifications such as “I’d like an apartment
with a balcony” as opposed to seeking infor-
mation about a particular aspect of an apart-
ment, like “Does that apartment have a bal-
cony?”.

2. Comparative constructions involving explicit
references to different objects in the same
utterance, such as “I’d like an apartment at
Horn street which is cheaper than the apart-
ment at King’s street.”.

5To determine whether such a comparison is made with a
set of objects or with a single object, it is in general not suf-
ficient to look only at the last utterance. Thus, to handle this,
the context-independent representation of the utterance must
cater for both possibilities, thereby allowing the contextual
analysis to make the final verdict (see further Section 7).

3. Comparatives involving implicit references,
such as “Is there anything cheaper?”.

4. Superlatives: “The cheapest apartment near
Karlaplan.”

5. Combinations of a comparative and selection
of a minimal element: “When is the next
flight?”, which can be paraphrased as “Give
me the earliest flight that departs after the
flight that you just mentioned.”

7 Future work

The current Adapt parser assumes certain contex-
tual references to refer to a single object rather
than a set of objects (e.g. see the representation of
“I want a cheaper apartment” in section 4.3). Ob-
viously, a more general representation would be

(“I want apartments from cheaper than all the
apartments in ”). It would then be the task of
the contextual reasoning component to infer the
set . In the same vein, a more general form of
representing “How much do the apartments cost”
would be

(i.e. “I want the prices of the apartments in ”). As
is clear from these examples, such an extension,
allowing the user to refer to sets of objects, would
require the parsing algorithm to infer which vari-
ables are bound by universal quantifiers and which
are bound by existential quantifiers6.
This extension can be realized by introduc-

ing two new meta-constraints and
. The pattern “cheaper” would

then yield:

signalling that should be universally quantified.
Similarly, “How big” would yield:

6The current approach avoids this issue by allowing ref-
erences only to individual objects, in which case the differ-
ence between universal quantification and existential quan-
tification disappears.



signalling that should be existentially quantified.
Future work involves implementing and evalu-

ating the need and robustness of this extension.

8 Related work

Approaches to handling spoken dialogue with
databases can be largely divided into two types:

1. General-purpose linguistic rules and power-
ful semantic formalisms: not robust enough;
overly expressive.

2. Pattern matching and flat slot–filler lists: ro-
bust but not expressive enough.

Several attempts at synthesizing these approaches
have been made, either by “robustifying” (1) (for
example, van Noord et al. 1999) or by extending
(2) with the capability of handling general linguis-
tic rules (Milward and Knight 2001). However, the
semantic representations produced are still limited
to that of flat slot–filler lists, and as a result they
are not suitable for negotiative dialogue.
We have shown empirically that the subclass of

questions handled by our approach is a useful one.
In a similar vein, Popescu et al. (2003) define a
class of “semantically tractable questions” to their
PRECISE system. The idea is that each seman-
tically tractable question provably yields a cor-
rect answer, whereas questions outside of the de-
fined class are answered with an “error message”
which allows the user to reformulate her question.
Hence, the PRECISE system is “robust” in a con-
servative way, since it guarantees that no incorrect
answer will ever be produced. On the other hand,
PRECISE is text-based and has no dialogue capa-
bilities, and thereby circumvents the problems in-
troduced by speech-recognition errors and under-
specified utterances.

9 Conclusion

The aim of this paper has been to develop a prin-
cipled and empirically motivated approach to ro-
bust, negotiative spoken dialogue with databases.
Key to our approach is the choice of semantic
representation formalism. On the one hand, it is
more expressive than today’s commonly used, flat
slot–filler lists that are limited to representing the
propositional contents of utterances. On the other

hand, it is still strongly restricted to make it com-
patible with the kind of robust parsing needed for
spoken dialogue. While more empirical investiga-
tion is needed, experience with our current corpora
indicates that the robustness–expressiveness trade-
off described here is a reasonable first approxima-
tion.
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Abstract

This paper describes research investigat-
ing the on-line production and interpreta-
tion of referring expressions during
interactive conversation. In particular, we
focus on the interactive processes by
which interlocutors establish shared ref-
erential domains. In a set of interactive,
task-based dialogs, we show that referen-
tial domains constrain both the form of
referring expressions, and their interpre-
tation. We argue that various task-based
factors strongly affect the referential do-
mains used by interlocutors, and that un-
derstanding the mechanisms of reference
interpretation will require a careful analy-
sis of how these factors affect the refer-
ential domains used in interactive
conversation.

1 Introduction

Although the generation and interpretation of
definite reference has played a central role in
real-time sentence processing research, little is
known about how addressees  interpret referring
expressions on-line in interactive conversation.
Much of the existing literature investigating the
real time interpretation of referring expressions in
spoken language comprehension focuses on the
interpretation of noun phrases such as "the cube"
in sentences like "Put the cube in the can". These

sentences are embedded in tasks in which par-
ticipants are instructed to manipulate a set of ob-
jects which are placed on a table in front of them.
The instructions are typically pre-recorded, and
the referential domain for interpreting the refer-
ring expressions is assumed to be the entire
workspace. The experimental situations are typi-
cally non-interactive, in that the subject simply
follows instructions, and does not converse with
another person. Research in these constrained
contexts suggests that addresses use multiple
sources of information to restrict the domain of
interpretation of referring expressions, including
common ground (Hanna, Tanenhaus &
Trueswell, in press), verb -based constraints
(Altmann & Kamide, 1999), task relevant prop-
erties of objects (Chambers, et al. 2002) and
contrast implied by use of a scalar adjective (Se-
divy, et al. 1999; 2003).

The findings from constrained contexts indi-
cate that pragmatic factors particular to the con-
text in which a reference is uttered, are key to
understanding how that reference is interpreted.
However, detailed analyses of how these factors
might arise during a conversation are less well
understood. For example, the referential domain
at the beginning of each instruction in a standard
task is generally assumed to be the set of experi-
mental items placed in front of the subject.
However, in a natural discourse context, it is pos-
sible that the referential domain could include
other objects in the room, such as the items on
shelves, or that the referential domain could in-
clude only a subset of the experimental items.
While experiments in constrained situations sug-



gest that linguistic and non linguistic factors both
act to constrain this initial referential domain, it
is not well understood how these factors are used
during conversation.

We present data from two experiments that
investigated the production and interpretation of
referring expressions in an interactive task-based
dialog between two naive participants. The first
experiment shows that referential domains can be
quite restricted and closely aligned between in-
terlocutors. Speakers frequently used referential
expressions that would be ambiguous if the do-
main were less restricted and addressees were not
confused by these expressions, indicating that
these potential entities were never considered as
potential referents. We suggest that these effects
result from domains becoming restricted and co-
ordinated because of task-based factors. In the
second experiment, we verified this observation,
investigating the role of explicitly mentioning the
referential domain before the onset of the refer-
ring expression. As in the first experiment, we
found that when the referential domain was suffi-
ciently restricted, listeners quickly interpreted the
referring expressions without interference from
other competing referents that were outside the
domain.

2 Method

In both experiments, two naïve participants en-
gaged in a referential communication task
(Krauss & Weinheimer, 1966) in which they
worked together to complete a task.  The specific
details of each experiment will be described in
more detail below.  In both tasks, the participants
could not see one another, and were working
with game pieces on physically separate, but
matching workspaces.  For both tasks, partici-
pants needed to instruct each other to move game
pieces in order to successfully complete the task.
We did not place restrictions on the way in which
the participants spoke to one another.  However,
the characteristics of the task and the game pieces
allowed us to investigate hypotheses about the
interpretation of referring expressions, through
naturally arising utterances. We employed a ver-
sion of the visual-world eye-tracking methodol-
ogy (Tanenhaus, et al., 1995) in which we
obtained a record of one subject’s eye-fixations

with the use of a light-weight head-mounted  eye-
tracker.

Previous work using the visual-world eye-
tracking methodology demonstrates that lis-
tener’s fixations are closely time-locked to
speech input.  For example, in a task where a
subject is asked to “Put the apple next to the
frog”, approximately 200ms following the onset
of the word “apple”, participants are more likely
to look at the apple, than other unrelated objects
in the scene (such as a can). A related finding
was reported by Allopenna, et al. (1998).  When
participants hear an instruction such as “Click on
the cloud” when viewing a computer screen
which has pictures of a cloud, a clown, a dog,
and a parrot, listeners are equally likely to look at
the clown and the cloud upon hearing the onset
of “cloud”.  This effect is due to the fact that
“cloud” and “clown” begin with the same se-
quence of phonemes.  When participants hear the
disambiguating sounds in “cloud”, they reliably
look to the correct referent.  This effect is com-
monly referred to as a “cohort effect”, and words
like “cloud”  and “clown” are often referred to as
cohort competitors in the spoken word recogni-
tion literature.

Our experimental methodology is partially
based on the cohort effect. In designing our ex-
periments, we used some game pieces which had
pictures on them.  We carefully selected easily
nameable pairs of pictures that were cohort com-
petitors, such as “cloud” and “clown”).  Most of
the pictures were selected from a database of
normed pictures (Snodgrass & Vanderwart,
1980) and were easily recognized by our partici-
pants.  Because the task required participants to
refer to the game pieces, we expected to observe
cohort effects during references to blocks with
cohort competitors. Presumably in the Allopenna,
et al. (1998) study, all four items pictured on the
computer screen were included in the referential
domain used by the listener.  We predicted that if
the referential domain was significantly re-
stricted, that in some cases the target referent and
the cohort competitor would be in different refer-
ential domains.  In these situations, we expected
that upon the reference to the target, the propor-
tion of looks to the cohort competitor would be
significantly reduced.  By tracking the presence
of cohort effect, we are able to gauge the size of
the referential domain.



3 Experiment 1

In experiment 1, we monitored eye movements as
pairs of participants, separated by a curtain,
worked together to arrange blocks in matching
configurations and confirm those configurations.
We reported a more comprehensive analysis of
this dataset in Brown-Schmidt, Campana &
Tanenhaus (in press). Here we focus on the as-
pects of the data related to cohort effects and the
circumscription of referential domains. During
the task, participants placed 56 different blocks
over the course of 2.5 hours. All 4 pairs of par-
ticipants developed idiosyncratic ways of refer-
ring to the objects, and also developed strategies
for completing the task. A popular strategy, for
example, was to finish placing blocks in one area
of the workspace before moving on to the next.
Additionally, the partners tended to move from
one area to an adjacent area, suggesting they had
a preference to build off of structure they had
already created.

Over the course of the experiment, each
pair generated approximately 75 references to
blocks with cohort competitors, like cloud and
clown.  While cohort competitors were only
placed 3.5 inches apart, during the course of the
conversation we did not observe a cohort effect.
Upon hearing the word “cloud”, listeners looked
primarily at the target referent (the block with a
picture of a cloud on it) and were no more likely
to look at the clown than at an object in the scene
with a completely unrelated name, such a pen-
guin. This observation suggests that during the
conversation, the cohort competitors were not
included in the referential domain. However, we
did observe a cohort effect during instructions
which were not constrained by the task-related
conversation. Periodically, participants needed to
remove the eye-tracker to take a break. On one
occasion when we put the tracker back on and re-
calibrated, we tested the calibration by asking the
subject to look at different items on the board,
using instructions like “Look at cloud, look at the
lamb, look at the seal.” Here we saw clear cases
of the subject initially looking at the cohort com-
petitor (e.g. clown, lamp) before looking at the
intended referent (e.g. cloud, lamb). While the
cohort effect appears large, the 15 trials of this

sort did not give us enough statistical power to
replicate a standard cohort effect, but the pattern
of fixations and mean differences between co-
horts and targets are similar to those found in
Allopenna et al. (1998).

These results suggest that listeners can
use tightly circumscribed referential domains
during reference interpretation imbedded in a
dialog. Unlike the studies using more constrained
contexts, the referential domain did not include
all of the objects in the participants view- in
some cases this would be a large number of
blocks. Instead, it appears that strategies which
partners mutually developed in order to complete
the task, facilitated the use of small, task-relevant
referential domains.  These observations sup-
ported the primary result from this experiment
which was that speakers tended not to modify a
noun phrase, e.g., saying “the red block” rather
than “the vertical red block” even when there
was more than one red block in the scene. The
situations under which speakers did choose to
modify noun phrases was when the second red
block was physically close to the intended refer-
ent and it fit the task constraints.  When an un-
modified NP was used, addressees’ eye
movements were primarily restricted to the in-
tended referent, suggesting that non-linguistic
factors guided the interpretation of these linguis-
tically ambiguous references.

4 Experiment 2

In experiment 2, we created conditions where
cohort competitors were more or less likely to be
in the same referential domain. Conversational
partners took turns instructing one another to
click on objects on a computer screen as we
monitored the eye movements of one partner and
the speech of both partners. On each trial, each
participant's screen contained an identical set of
14 pictures, separated into two domains which
looked like 'islands'. At the beginning of each
trial, a picture on one participant’s screen became
highlighted. This was a cue to tell their partner to
click on this object. Participants were encouraged
to speak freely in order to perform the task and
no restrictions were placed on how they chose to
describe any of the objects. Target objects always
appeared with a cohort competitor and we ma-



nipulated whether the cohort appeared on the
same or different island as the competitor.  We
predicted that in cases where the speaker speci-
fied the location of the target (e.g. “on the top
island”) before the onset of the referring expres-
sion, that this would establish that island as the
appropriate referential domain. If the cohort
competitor were on a different island than the
target, and if the speaker chose to specify the lo-
cation information before the noun phrase, then
we predicted the cohort effect would be elimi-
nated.

When the cohort competitor appeared on
the same island as the target, we observed a stan-
dard cohort effect, replicating previous findings
using pre-recorded instructions (Allopenna, et al.
1998). Approximately 52% of the time, partici-
pants specified which island the target was on
before the onset of the noun phrase. In these con-
structions, when the cohort was on a different
island than the target, the cohort effect was
eliminated, suggesting that specification of the
referential domain restricts attention to entities
within that referential domain.

The results from this experiment suggest
that our subject’s explicit (and unscripted) estab-
lishment of the referential domain successfully
constrained the interpretation of a subsequent
referring expressions. We also observed that
speakers tended to explicitly mention when the
referential domain would change. On each trial,
the speaker referred to two different objects. Half
of the time, the second object was on a different
island than the first.  When the second object
switched islands, speakers were more likely to
explicitly ground which island the second refer-
ent was in.  This strategy was likely to be helpful
to listeners (we are currently analyzing the data
to find out).  Additionally, this adds support to
the observation from Experiment 1 that partici-
pants tend to work on the task in a highly local-
ized manner, only moving to a new area of the
workspace when the previous area has been
completed.  We are interested in exploring
whether these tendencies are specific to the kinds
of tasks we selected, or are related to more gen-
eral properties of discourse and expectancy for
upcoming reference.

5. Discussion

By combining the cohort competition effect, well
documented in the word recognition literature,
with a referential communication task, we were
able to observe how participants with shared
task-goals circumscribed referential domains. We
found that referential expressions were inter-
preted with respect to a restricted referential do-
main, and that these referential domains were
closely aligned between conversational inter-
locutors. These results replicate and extend pre-
vious studies demonstrating that referential
domains are constrained by contextual and prag-
matic factors (Chambers, et al, 2002; Hanna, et
al. in press; Hanna & Tanenhaus, in press). Our
results also demonstrate that it is possible to
study real-time language processing in interactive
conversation with the same precision as is typi-
cally achieved in controlled laboratory settings
with scripted, pre-recorded language. We expect
that a satisfactory understanding of the mecha-
nisms of reference interpretation will require ad-
dressing the many factors that affect referential
domains during interactive conversation.

Acknowledgement

This material is based upon work supported by
the National Institutes of Health under award
number NIH HD-27206 to M.K. Tanenhaus.

References

Allopenna, P.D., Magnuson, J.S. & Tanenhaus, M.K.
(1998). Tracking the time course of spoken word
recognition: evidence for continuous mapping
models. Journal of Memory and Language, 38,
419-439.

Altmann, G.T.M. and Kamide, Y. (1999). Incremental
interpretation at verbs: Restricting the domain of
subsequent reference. Cognition, 73(3), 247–264.

Brown-Schmidt, S., Campana, E. & Tanenhaus, M.K.
Real-time reference resolution by naïve participants
during a task-based unscripted conversation. To
appear in J.C. Trueswell & M.K. Tanenhaus (eds.),
World-situated language processing: Bridging the
language as product and language as action tradi-
tions. (MIT Press).



Chambers, C.G., Tanenhaus, M.K, Eberhard, K.M.,
Filip, H & Carlson, G.N. (2002). Circumscribing
referential domains in real-time sentence compre-
hension. Journal of Memory and Language, 47, 30-
49.

Hanna, J.E. & Tanenhaus, M.K. (in press). Effects of
task constraints and speaker goals on addressee’s
referential domains in a collaborative task. Cogni-
tive Science.

Hanna, J.E., Tanenhaus, M.K. & Trueswell, J.C. (in
press). The effects of common ground and per-
spective on domains of referential interpretation.
Journal of Memory and Language.

Krauss, R.M. & Weinheimer, S. (1966). Concurrent
feedback, confirmation, and the encoding of refer-
ents in verbal communication. Journal of Person-
ality and Social Psychology, 4, 343-346.

Sedivy, J.C., Tanenhaus, M.K., Chambers, C., & Carl-
son, G.N. (1999). Achieving incremental semantic
interpretation through contextual representation.
Cognition, 71, 109-147.

Sedivy, J.C. (2003). Informativity expectations and
resolving reference: Some evidence from language
processing and development. Paper presented at the
City University of New York conference on Human
Sentence Processing, 2003.

Snodgrass, J.G., & Vanderwart, M. (1980). Journal of
Experimental Psychology: Human Learning and
Memory, 6:3, 174-215.

Tanenhaus, M.K., Spivey-Knowlton, M.J., Eberhard,
K.M. & Sedivy, J.E. (l995). Integration of visual
and linguistic information in spoken language
comprehension. Science, 268, 632-634.

















Presuppositions and commitment stores

Francis Corblin
Université Paris-Sorbonne

& Institut Jean-Nicod (CNRS)
Francis.Corblin@paris4.sorbonne.fr

Abstract

This paper revisits the classical question
of presupposition projection in a dynamic
approach to dialog using Hamblin’s
“commitment stores” (Hamblin, 1970). It
is based on a view of presuppositions as
selectionnal restrictions, conceived as
constraints on the definition domain of
functions. The specific update of com-
mitment stores achieved by the mere use
of lexical item having restricted definition
domains (presuppositions) is captured by
means of layered commitment stores dis-
tinguishing background commitments and
(classical) commitments arising from
what is said. The compatibility of this
dialogic approach with the dynamic theo-
ries of Heim (1983) and van der Sandt
(1992) is discussed in the course of the
paper.

1 Commitment stores

In Hamblin’s (1970) style, a dialog updates the
commitment stores (CS) of the speaker and
hearer, which means that linguistic expressions
should be defined in terms of instructions for up-
dating current commitment stores. CS are repre-
sented by Hamblin as lists of propositions,
keeping track of what the speaker and hearer got
committed to in virtue of what they have said
(and in virtue of what they have not raised objec-
tions against) in the current dialog.
CS should be distinguished clearly from what
will be called here the knowledge-base  (KB) of
each agent involved in the dialog. This data-base
is the whole set of propositions that the agent
takes for granted. Of course, there is a link be-

tween KB and CS, but this relation is not simple
and we do not want to take an a priori position
on this link. For instance, to end a dialog with p
in one CS does not imply that the agent belief is
that p is true, and even taking the initiative to
update one’s own CS with p does not imply that
the agent belief is that p is true. Moreover, as
Hamblin (1970) himself puts it, assuming that a
KB does not contain p and ¬p  is a standard as-
sumption, but to assume that a commitment store
never contains both would be probably too
strong. 1

CS has the general structure of a blackboard.
Both participants can “see” what both CSs show
at any time; only one participant's CS at once can
be updated; speech acts and linguistic expres-
sions are defined as rules for updating CS (add-
ing/retracting commitments).
The project is to use DRT as the language for
representing CS, which means providing a first-
order representation of the propositional content
enriched with dynamic information about context
change potential.2
Moreover, the DRS material will be split in two
parts: the foreground part and the background
part. This difference, which can be intuitively
seen as the use of two different colors, for writing
the conditions of a DRS, does not trigger any
change in the classical mechanism which com-
putes the binding relations and the truthful
embeddings of CSs in a Model : all DRS condi-
tions are just DRS conditions and only DRS con-
ditions. The difference between foreground/
background will only play a role in the rules for
updating CS. This kind of strategy contrasting
                                                                        
1 An important point, not considered in this paper, is related to the effects of
when it's said (Hamblin, 1970 b) : a CS is a list, hence the order in which
propositions are entered in a CS is relevant. A given CS can contain, for
instance  p,  and then ¬p. A real discussion of such cases being far beyond the
scope of this paper; let us just consider that in such cases , if a commitment
contradicts a previous one, the previous one is just retracted.
2 The view that DRS should be conceived as CS is explicitly introduced by
Geurts (1995 : 29) : "I assume, therefore, that a DRS is is a partial picture of a
commitment slate".
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different kinds of semantic information of the
same type has been adopted many times in the
literature and it seems to me that layered DRT
developed in Nijmegen by R. van der Sandt and
his colleagues is based on the same idea.3
The conception of CS used in this paper will be
kept as simple as possible by means of some ide-
alizations. We consider only light side commit-
ments, in the terminology of Walton & Krabbe,
(1995, pp. 134), which means that we stick to
Hamblin idea that commitments are public. We
do not consider either the difference between as-
sertion (an explicit claim of A), and concession
(what B claims without receiving any objection
from A). As in Hamblin's original examples, we
assume that what B claims without receiving any
objection from A becomes part of A's CS. This
latter simplification will allow us, to use in most
cases identical CS for A and B. Some very sche-
matic working rules can be used for the sake of
illustration.
If A uses a declarative sentence p, p’, the repre-
sentation of this sentence is entered in A’s CS.
If B does not object, p’ becomes a part of B’s CS.
I will not consider in the paper any “syntactic
rule” on dialog moves, i.e. rules which try to pre-
dict what a given expression, or a given CS con-
figuration, prohibits or imposes for the next
moves. I will only consider “semantic rules” i.e.
rules defining what a given expression triggers in
terms of CS  updates for the user of this expres-
sion, and I will consider only declarative sen-
tences (for the interpretation of questions in
dialog, see Ginzburg (1995).

2 Presuppositions as commitments

Although there are many debates about the nature
and behavior of presuppositions, most theories
would accept at least the following claims:
1– presuppositions are propositions; 2– they are
lexically triggered.
From this, we infer that presuppositions should
be entered in CS. The interpretation of 2 is not
straightforward. Let us assume that a presupposi-
tion of a lexical item I is triggered by the use of I.
This means that any use of I, in any logical con-
text (negation, modality, etc.), and for any illo-
cutionary force (assertion, question, etc.) triggers

                                                                        
3 Corblin (1991) argues that presuppositions should be treated as distin-
guished conditions of DRSs, which seems to be the same idea.

the ascription of I's presupposition to the CS of
the user of I. Although this view is by no means
original it faces two problems:
1. It is too strong: in some contexts, I is used, but
its potential presuppositions are not projected.
Some theories see these cases as "cancellation"
cases.
2. It is unmotivated: why should the mere use of
a lexical item, irrespective of the logical (e.g.
negation, conditional, etc.) context in which it is
embedded, commit its user to any propositional
content?
I will first try to provide an answer to question
(2). The general idea is to consider presupposi-
tions as selectional restrictions, a linguistic phe-
nomenon conceived as analogous to domain
restrictions on functions.

2.1 Selectional restrictions

Selectional restriction is a notion introduced by
Chomsky (1965), and  exemplified by (1) :

(1) I drink something.
It can be described, tentatively, as follows : the
lexical expression drink x  cannot be used for up-
dating any CS, unless the variable x is restricted
to a domain of individuals such that they satisfy
the condition liquid (x).Anyone trying to bypass
this rule would not be using the language prop-
erly. Consider for instance the potential utterance
(2) :

(2) Were you drinking an ap-
ple?

It seems to me that the most widespread judg-
ment on (2) is that it violates the rules of English.
If someone tries nevertheless, no update stem-
ming from the sentence itself is performed, but
the next moves in dialog will try to elucidate this
problem about the language supposed to be the
common language of the dialog.
Note that the condition liquid (x) has any proper-
ties of what is called a presupposition : it is pro-
positional, lexically triggered, and stemming
from the mere use of the verb drink whatever its
logical environment is. It gives rise to the same
phenomena, and can be captured by the same test
than classical examples of presuppositions. (3)
will quickly illustrate this:

 (3) A : I was not drinking
my X.



After (3), liquid (X) becomes a part of A's CS.
The hearer B can test this commitment against
her KB and can find three things in it : 1. liquid
(X); 2. ¬ liquid (X); 3. no information about liq-
uid (X).
Case 1 is the unmarked case: X is the known
common noun or a known trademark for a liquid.
Case 2 is a case where B must ask clarification
about the language used by A : either drink  or X
is used by A in a non-standard way. It can trigger
for instance moves like (4) which are typical of
reactions to presupposition failure:

(4) B : But one cannot DRINK
an X, X is not a liquid

Case 3 can be a case where B will learn that X is
a liquid; at least, she will learn that A uses it as
something that A takes for being in A and B's
KB.
There is a correspondence between these three
cases and the concepts found in the literature
which must be clarified. Case 1 reminds van der
Sandt (1992) notion of binding: the content liquid
(X) is found in some representation of the con-
text. Similarly it is close to the notion of satis-
faction used in satisfaction theories. Case 2
corresponds to what is called presupposition fail-
ure in most theories. Case 3 evokes strongly what
is called accommodation, in most theories using
the concept.

2.2 Presuppositions

Having argued that this typical example of selec-
tional restriction can be described in the same
terms than presuppositions, we are lead to con-
clude that presupposition might be nothing else
than selection. Selection itself is conceived on the
model of domain restrictions on the definition of
functions. It is based on the fact that some lexical
items contain constraints on their definition do-
main: the function associated to drink (x), is de-
fined for any x satisfying the function liquid(x),
and undefined otherwise. Using lexical items
with no consideration of their definition domain
is just not speaking the language. Conversely,
using a lexical item commits to the satisfaction of
its domain restrictions.
I will illustrate on some classical examples this
view of presupposition as selection:
A. Factive verbs.

(5) I regret that P.

Factive verbs presuppose the truth of their com-
plement p. What we said before is that drink (x)
is defined if liquid (x) is true, and undefined oth-
erwise. Similarly regret (p) is defined is p is true,
and undefined otherwise. We will thus analyze
regret (p) as triggering the background commit-
ment (BC) p. One can note that the form of the
presupposition is slightly different. For drink the
BC is a condition on the individual members of
the domain (liquid); for regret it is just the truth
of the propositional argument which is presup-
posed. This difference might be relevant for de-
limitating sub-classes, but the similarity is
important enough for claiming that we have ex-
amples of the same phenomenon.
2. Manage to.

(6) John managed to P.
In this case, p is not presupposed, but a condition
equivalent to: doing p was difficult for John is
associated to manage. The situation is very close
to the case of drink.
3. Definite descriptions.

(7) The king of France is
bald.

It is easy to see the, in the X as imposing the BC
that there is one and only one X.

2.3 Background commitments

We use for the representation of dialog CS de-
signed as classical DRSs distinguishing explicitly
BC from the other conditions. We will use in this
paper italics for BC.
A simplified CS for (7) is (8) :

(8)[x [king- of France (x),
bald (x)]]

Although binding is allowed between all com-
mitments, BC are distinguished from foreground
commitments by a set of properties which sup-
ports the decision to set them apart. In a sense,
BC are just the price one has to pay for using
lexical items, whatever one wants to convey
about a model by using these items. A dialog,
thus, is not designed for making public the BC of
the lexical items she uses, although just by using
such items the speaker is committed to them. BC
are made public, although the dialog is not set up
for making them public.
The most salient property associated to this
background status is that if p is introduced as a



BC, the probability to isolate p as an antecedent
for a propositional anaphor is very low. Depend-
ing on one's own theory of propositional anaph-
ora, one might suggest different reasons for this.
It can be seen as a mechanical consequence of
the fact that BC are propositions which are most
often not encoded under the linguistic form of a
clause. If your theory requires that the antecedent
of propositional anaphors be clauses, you explain
that presuppositions are not accessible to them. If
you do not make this assumption and let ana-
phors work on the semantic representation of the
discourse or dialog, you will have to block by an
additional stipulation the accessibility of BC.
Some examples will illustrate the difficulty to
isolate a BC as the antecedent of a propositonal
anaphor. In (9), although the sentence is repre-
sented as a conjunction (It was difficult for John
to fail & John failed), it is impossible to interpret
a propositional anaphor as taking the sole pre-
supposition as its antecedent :

(9) A: X managed to fail.
B: I cannot believe it.

Most speakers interpret B's sentence as : I cannot
believe X failed. 4 This is a case in which the pre-
supposition does not show up in the sentence as a
clause. The same is true for The King of France
case, and the presupposition is not accessible.
The most interesting cases for the discussion are
factive verbs, since they exhibit the presupposi-
tion under the form of a subordinate clause. Con-
sider the contrast (10)/(11) :

 (10) X regrets that Y left.
 (11) X says that Y left.

If it can be shown that the accessibility of the
subordinate clause is significantly lower in (10)
than in (11), it would be an argument showing
that as such, the BC status of an overtly ex-
pressed clause reduces its anaphoric accessibility.
I will not pursue the discussion on this for space
consideration.
A consequence is that a BC is introduced without
being isolated as an accessible topic for the on-

                                                                        
4  Note that the reading I cannot believe that it was difficult for him and that
he failed is not accessible either. If it were, one could argue that what happens
for the succession accommodated presupposition/assertion is not that different
from what happens for two conjoined assertions:
A. It was difficult for him to fail and he failed.
B. I cannot believe it.
Most speakers can interpret B's assertion as : I cannot believe that it was
difficult and that he failed, even if they express a preference for taking as
antecedent the last expressed proposition.
This shows that bakground commitments cannot be treated as would be a
previous assertion.

going dialog. A BC, thus, cannot be a QUD
(questions under discussion), see Ginzburg
(1995). In other words, encoding as a BC a given
information gives no chance to know more about
it in the dialog because it is not an accessible
topic. The other side of the coin is that BC en-
codes normally shared information, that is to say
information that the dialog is not designed to ma-
nipulate.
Some other distinctive properties can be associ-
ated to BC.
- BC must be contested immediately. Beaver
(2001) insists on this distinctive property of pre-
suppositions, and the present proposal provides a
nice context for discussing this point. In dialog,
the participants can hold contradictory theses,
and a single participant can change her mind in
the course of the discussion. If I do not object
immediately to your assertion p, which becomes
part of my commitment, p is by no means pro-
tected from latter attacks. But it is a common ob-
servation that to come back after a while on a BC
p for adopting explicitly a commitment ¬p, is
judged unfair if the initiative is taken by the op-
ponent; if taken by the proponent of the BC, it is
even worse. I will try to suggest some justifica-
tion of this based on the very notion of BC.
– the rejection of a BC by the opponent comes
with the cancellation of the utterance containing
its trigger. "Cancellation" means that any effect
on the opponent CS update is cancelled. Many
BC being existence commitments one might
think that this is not a property of BC, but a prop-
erty of existence commitments. But in the case of
selectional restrictions (see the case of drink), the
BC is not a BC of existence, and this is also true
for some classical examples of presuppositions
(e.g. manage). In those cases, my intuition is that,
if one rejects the BC, one suspends any update,
and waits (or asks) for an elucidation. Suppose
for example someone says to you that John man-
aged to pass the exam, and that for you, John is
the best student of the class. Would you just re-
ject explicitly the BC, keeping the information
that John passed; or would you suspend any up-
date, thinking for instance that the proponent may
be actually speaking of someone else that John
(satisfying the BC) and convey no information
about John? My impression is that when one is in
doubt about the capacity of the proponent to



choose the right word for speaking of a Model,
this doubt extends to any part of the utterance.
- for rejecting a BC there are specific linguistic
devices which are also used for language mis-
takes: metalinguistic negation and stress on the
"wrong" word. Typical cases are illustrated in the
following examples :

(12)But one cannot DRINK an
X, one can only EAT an X.
(13)John did not MANAGE to
succeed; he succeeded be-
cause the exam was very easy
for him.

All these properties are coherent with the view of
BC advocated in this paper. The rejection of BC,
if any, must be immediate because it is unex-
pected, it would cancel the whole utterance, and
it would cast doubts about the language used in
the current dialog.

3 The projection problem

The general idea is that any user of a lexical BC
trigger is committed to its BC. We expect, then,
in general, the BC of a complex sentence to be
the conjunctions of its BC. The only resources
we have for deriving the so-called "cancellation"
cases, are linked to the notion of "user of a lexi-
cal item", and to the notion of context of satis-
faction of a BC.

3.1 Plugs

The classical theory of presupposition projection
set up by Karttunen (1973, p. 178) distinguishes
three kinds of contexts: plugs, holes, and filters.
Dynamic theories of presupposition projection
(the satisfaction theory and the binding-
accommodation, see Geurts 1995)) are mainly
concerned with filters, and what they have to say
about plugs and holes is not very clear. The pre-
sent proposal, in contrast, provides a straightfor-
ward explanation for the existence of plugs.
Plugs are defined by Karttunen as contexts which
blocks all the presuppositions of the complement
sentence. Typical examples are : say, mention,
tell, ask.5 They are precisely contexts that allow
taking their lexical trigger as used by another
agent (reported speech), not by the speaker. In
other words, in the context of these verbs, the

                                                                        
5 I follow here the presentation of Beaver (2001, p. 54).

speaker does not necessarily take herself the re-
sponsibility of using these lexical items, but
might only be reporting the words another
speaker used (John says that the king of France
is bald). Our explanation is straightforward: who
uses a lexical item is committed to its BC, and
not who reports the use of a lexical item by
someone else, provided that she makes explicit
that she would not use herself this word. The
later condition is crucial although we will not go
into details here. The fact that this condition is
very difficult to satisfy (because after all, a
speaker makes use of any lexical item she utters
(except in direct reported speech) explains that
plugs are not strict barriers against projection of
the BC in the speaker CS.
The prediction of the theory is that any other
context should be a Karttunen's hole i.e. a context
in which any BC is made part of the speaker's
CS. 6

3.2 Filters

Filters have the following relevant features: in
some constructions (e.g. the antecedent of a con-
ditional), the presence of an expression entailing
a presupposition of the consequent, prevents the
presupposition to be ascribed to the CS of the
speaker. A typical case is (14) :

(14) If France is a monar-
chy, the king of France is
bald.

Gazdar (1979), Heim (1983) and van der Sandt
(1992) are well known proposals devoted to ex-
plain the existence of filters (see Beaver 2001).
Most properties of context change potential ap-
proaches (Heim 1983) transpose nicely in our
framework without any ad hoc stipulation: if a
trigger is used in the consequent of a conditional,
the user is committed to the presupposition in her
top-level CS updated by the antecedent. This is a
direct consequence of what is a BC : to use a
trigger in the consequent means that your top-
level CS updated by the antecedent is a context in
which the trigger is licensed. If the antecedent
update entails the BC, as in (14) this requirement
is satisfied and no update is necessary. If not, the
speaker is committed to the presupposition satis-
                                                                        
6 We have not enough space here for discussing attitudes verbs (Heim 1992,
Geurts 1995). What have been said about verbs reporting speech acts would
be a worth trying starting point.



faction in her (toplevel) CS. A comparison to
Gazdar (1979) proposal will lead to make this
formulation more precise.
Gazdar’s treatment of cases like (14) relies cru-
cially on Hintikka’s logic of belief, and on the
notion of clausal implicature:

(15) Clausal implicature of
P→ Q :¬K(P),¬K(¬P),¬K(Q),¬K(
¬Q). (the speaker has no be-
lief about P)

Gazdar predicts that the presupposition p of the
consequent is cancelled because if projected, it
would contradict the clausal implicature triggered
by the use of if P (if P entails p).
But examples like (16) show that this cannot be
the right explanation :

(16) Mary is sleeping. If
Mary is sleeping, John knows
that she is sleeping. Thus
John knows that she is
sleeping.

The speaker is committed to P by the first sen-
tence, but if P… is used then, which shows that
the use of if P is compatible with the commit-
ment to P. The key part of Gazdar explanation
(i.e. the clausal implicature) seems, in other
words, to meet empirical objections.
But such cases force us to strengthen our own
proposal. Once admitted that P and if P are com-
patible in a CS, we need an additional principle
for ensuring that the presupposition of the conse-
quent is not projected at the top-level. I propose
that the relevant principle is the Minimal Com-
mitment Principle (MCP) :

(17) MCP : The update of CS
by BC is minimal. A poten-
tial BC P ends up as a BC
iff the use of its trigger
is not licensed otherwise.

MCP ensures that in (14), since the antecedent of
the conditional entails a BC of the consequent, no
update of the CS is done.
Van der Sandt's anaphoric treatment of presuppo-
sitions would consider (14) as a case in which the
presupposition tries to find its antecedent in the if
clause. In (14) anaphora to the if clause fails, and
looks for an antecedent at the top-level of the
DRS. If (14) is the first sentence of a discourse,
no antecedent can be found. Accommodation is
then tried at this level. Accommodation is con-
strained by contextual acceptability. I will dis-

cuss briefly van der Sandt constraints7, while
running through the example, trying to establish
whether they are compatible with the present ap-
proach:
(i) informativeness: prevents to accommodate a
presupposition which is entailed by the DRS.
MCP seems to have roughly the same effect: if
you are already committed to P, any BC entailed
by P will trigger no update. Note that in the CS
approach, this is a constraint on BC, not on
commitments. Nothing prevents the reiteration of
an assertion in a dialog, as everyday life shows.
(ii) consistency:  prevents to accommodate ¬P if
the DRS entails P. Although the CS framework
allows explicit contradiction in a dialog, the very
notion of BC suggests that the retraction of a
previous commitment by means of a BC is not a
standard strategy.
 (iii) no accommodation can be such that some
subordinate DRS is either entailed or contra-
dicted by a superordinate DRS.
This constraint seems to be based on the same
intuition than Gazdar's clausal implicature (see
above). Although van der Sandt gives it explicitly
as a constraint on accommodation, he overtly
makes it an application of a general principle on
discourse coherence which would exclude cases
like (16).8 The MCP, in contrast, will derive (14)
without predicting anything about (16).
Let us now consider the treatment of (14) by (i)-
(iii). Top-level accommodation is blocked by
(iii): one cannot accommodate something that
entails a subordinate DRS. There is a king of
France entails France is a monarchy. We try
then to accommodate in the antecedent, and this
is allowed if France is a Monarchy does not en-
tail that there is a king of France. It the entail-
ment holds, the informativeness principle (i) is
violated.
At first glance, van der Sandt's system makes the
same empirical prediction that the MCP for (14),
but I see at least one potential problem with this
strategy. As I understand the way of treating (14)
with (i)-(iii), the theory assumes a strong logical
difference between the two propositions. In (14)
we need to accept:
There is a king of F.  |= F. is a monarchy

                                                                        
7  Van der Sandt (1992, p. 367).
8 There is no doubt that this is van der Sandt's interpretation of the constraint
as shows his illustrative example (63a):John has a dog. If he has a dog, he
has a cat.
He gives this piece of discourse as unacceptable, although it is for me correct.



If not, accommodation on top-level is allowed.
But we need to accept as well:
F is a monarchy  |≠ There is a king of F.
If we do not, accommodation in the antecedent is
not informative.
But this distinction is not plausible if one consid-
ers the following couple of examples:

(18) If John has a wife, his
marriage is very recent.
(19)If John is married, his
wife is French.

The theory, as I understand it, would have to as-
sume that in (18): to be married |= having a wife,
and to have a wife |≠ to be married. But in (19),
the theory would have to assume that to have a
wife |= to be married, and to be married  |≠ to
have a wife. It is hard to believe that the proc-
essing of these two sentences might be grounded
on so strict, subtle and incompatible logical rela-
tions between the predicates to be married and to
have a wife.
Our proposal escapes this problem because we do
not manipulate logical relations between propo-
sitions but constraints on definition domains for
the use of lexical items. "To be licensed", in the
MCP (17) means than if a proposition is true, it is
legitimate to make use of a given lexical item for
it. But to the truth of the proposition, we do not
associate strict logical inferences involving the
lexical item. It is be more in the spirit of our view
to see licensing as based on default generic im-
plications like: if X is a monarchy, normally,
there is a King(Queen) of X; if X is the King of
X, normally, X is a monarchy. We all know real
cases in which there are monarchies without sov-
ereign and sovereigns without monarchies.

What we conclude from this discussion is that
the MCP derives correctly the "filtering effect" of
quantified structures without assuming the "con-
textual acceptability" constraints needed in van
der Sandt's approach, which are not without
problems.

3.3 Commitments and Knowledge-Bases

(20) exemplifies a classical problem for presup-
position projection theories:

(20) Any woman cherishes her
child.

The problem is that this sentence is admissible in
a dialog, although none of its users would accept

to be committed to Any woman has a child. A
solution is to let such sentences be interpreted as:

(21) Any woman (having a
child) cherishes her child.

But this solution is too strong because it would
legitimate, contrary to facts, any "intermediate
accommodation" like in (22):

(22) Any woman likes her
Ferrari.

In the present framework, like in Heim (1983), it
is predicted that (20) triggers the BC that any
woman has a child. Van der Sandt (1992, p.364)
predicts for (20) the interpretation (21) on the
basis of a structural constraint on bind-
ing/accommodation. The pronoun her must be
bound by its antecedent any woman, and conse-
quently, the accommodation of an antecedent for
the child of x can only be done in the scope of
any woman. But the contextual acceptability con-
straints (i)-(iii), see §3.2, cannot rule out (22).
In a nutshell, although a strictly universal com-
mitment is not projected, a purely accidental and
unexpected property like in (22) makes the sen-
tence odd. 9
We need, it seems, a treatment which commits
the user of (20) at least to the BC that "stereo-
typical women have a child". This would derive
the acceptability contrast (20)/(22). Let us stick
to the prediction that the basic interpretation of
such structures projects a universal BC. This is
what happens if the discourse is not generic, and
is about a restricted set of individuals.10

(23) Every boy took his Fer-
rari (bike)and left.

(23) commits to the BC that every boy (within a
particular context-set) had a Ferrari (bike).11

Now if the sentence is generic, the KB of the
participants knows whether this universal BC is
true or not: in the sentence (22), we now that it is
not. Let us take this contradiction between the
universal commitment mechanically projected by
the structure and a proposition of the (shared)
KB, a necessary condition for triggering the sus-
pension of the universal BC projection. The suffi-
cient condition is that the correspondent
stereotypical BC be the case, which is true for

                                                                        
9  See Beaver (2001, §5.6) for a discussion pointing to the relevance of
genericity in such examples.
10  See Beaver (2001).
11 I am not sure how van der Sandt's approach would accommodate this
generic/specific contrast.



bike (in some societies), not for Ferrari. The
relevant configuration for (20) is thus:

(24) CS potential update: 
any W has a C
KB:
¬ (any W has a C)
GEN (W have C)

For (22), although the necessary condition is sat-
isfied, the sufficient condition is not, and the
sentence is odd. If both conditions are satisfied,
the sentence is interpreted as projecting a weaker
BC (stereotypical, not universal). We can explain
in this approach why sentences like (20) give the
impression that the proponent speaks as if the
property were universal (this is the basic inter-
pretation) and why it commits to stereotypes (a
typical woman has a child). Moreover we can
understand why such sentences are perceived as
shortcuts and why these shortcuts although they
commit to BC stereotypes are nevertheless so
often used. For this, let us compare (20) to the
fully explicit (BC-less) version (25):

(25) Every woman having a
child cherishes her child.

This sentence is perfectly acceptable and "clean"
(deprived of any BC about women and child). It
has nevertheless some features which might lead
speakers to prefer the "shortened" version. For
most speakers the sentence has a redundancy fla-
vor, and the more the property is stereotypical,
the more it is perceptible. The reason might be
that to restrict X with a stereotypical property of
X creates for ordinary discourse the same kind of
redundancy than to restrict X with a property
strictly entailed by X. The underlying principle
might be that by default, one always speaks of
stereotypical cases. Compare: any triangle hav-
ing three angles, any man having two hands, any
French man having a car,…. By choosing this
explicit option, then, the speaker treats stereo-
types exactly as any property and does not make
use of the shared knowledge of the evoked
stereotype.
The commitment framework suggests thus to see
the so called "intermediate accom-modation" as a
pragmatic weakening of the semantic universal
BC, relying heavily on KB and stereotypes.

4 Conclusion

The general idea of this paper is that presupposi-
tions are background commitments arising from
the use of lexical items involving restrictions on
their definition domain. We have tried to give
some arguments showing that this idea is worth
trying, an the paper has been devoted mainly to
illustrate the basic intuitions of this dialogic ap-
proach and to point to some issues on which it
seems to do better than current dynamic ap-
proaches. The next step will be to test this view
of presuppositions in a formalized version of the
CS framework in order to develop a more sys-
tematic comparison with the predictions of these
theories.

References
Beaver. D. 2001. Presupposition and Assertion in

Dynamic Semantics. CSLI Publications.
Chomsky. N. 1965 Aspects of the Theory of Syntax,

MIT Press. Cambridge.
Corblin. F. 1991) Presupposition and discourse con-

text, Unpublished paper, CNRS Paris 7.
Gazdar.  G. 1979 Pragmatics. Implicature, Presuppo-

sition, and Logical Form. Academic Press, New
York.

Geurts. B. 1995 Presupposing, Thesis, University of
Stuttgart.

Ginzburg. J. 1995. Resolving questions. Linguistics
and Philosophy 18.

Hamblin. C.L. 1970. Fallacies, Methuen, London.
Hamblin. C.L. 1970b. The effect of when it's said.

Theoria. 3 :249-263.
Heim.  I. 1992. Presupposition projection and the se-

mantics of attitude verbs. Journal of Semantics 9:
183-221.

Heim. I. 1983. On the projection problem for presup-
positions. Proceeding of the 2nd West Coast  Con-
ference on Formal Linguistics, Stanford Linguistic
Association. 114-125.

Karttunen. L. 1973. Presuppositions of compound
sentences. Linguistic Inquiry.  4: 169-193.

van der Sandt. R. 1992. Presupposition Projection as
Anaphora Resolution. Journal of Semantics 9: 333-
377.

Walton, D.and Krabbe. E. 1995. Commitment in dia-
logue : basic concepts of interpersonal reasoning,
State University of N.Y. Press, Albany.



Combining the Practical Syllogism and Planning in Dialogue

Günther Görz, Alexander Huber, Bernd Ludwig, Peter Reiss
University of Erlangen-Nuremberg

Computer Science Institute

Abstract

We present a dialogue model which re-
lates discourse relations and intentions
by reasoning about pragmatic capabil-
ities of dialogue particpants. For that
purpose, planning approaches for dis-
course and application domain are em-
ployed. In this way, a computationally
tractable version of the pratical syllo-
gism is devised.

1 Rational Dialogues

Our goal is to build dialogue systems for rational
interaction. Users can interact with the system in
a given (ideally open) domain by conducting spo-
ken dialogues. In principle, it should be possible
to augment them by other forms of multi-modal
interaction like gestures or the selection of items
from a menu on a screen. Interactions are called
“rational” because we want to apply rationality
principles (at the knowledge representation level)
to optimally select appropriate communicative ac-
tions. We assume that the satisfaction of user goals
within the thematic framework of a particular ap-
plication domain is to be achieved with the help
of a dialogue system proper in cooperation with a
technical application which we also call the “do-
main problem solver”. Such a technical applica-
tion can be an information or reservation system,
a system for controlling certain devices, etc.
For dialogue modelling, we will follow a plan-

based approach which has its roots in natural
language processing and Artificial Intelligence.

It provides the means to conduct task- or goal-
oriented dialogues which are focussed on accom-
plishing concrete tasks as mentioned in the intro-
duction. We claim that only a general planning
approach enables cooperative response behaviour
(pragmatic adequateness, overanswering) and the
ability for negotiation. For the reasoning part, i.e.
knowledge representation and inference for the in-
terpretation of dialogue as well as for planning
to satisfy user goals in the application domain,
we insist on a clear commitment to a computa-
tional logic framework, in particular description
logics. Of course, humans act incoherently and
even inconsistently, and common sense reasoning
can only to a certain extent be understood in terms
of logic, but we are convinced that a coherent and
consistent rational reconstruction is the best we
can do about it. Such a constructive perspective
has the advantage of enabling us to begin with
a well understood framework for knowledge rep-
resentation and reasoning upon which we can at-
tempt to build rule systems for still idealized, but
more realistic patterns of argumentation in specific
domains. We believe that there is a potential to
succeed in a variety of prevailingly instrumental-
ized contexts as it is the case with technical appli-
cations or in forensic argumentation.

Taking these claims serious, obviously a vari-
ety of complex issues must be addressed within
the framework of our dialogue system, as, e.g.,
intention recognition, cooperativeness, grounding,
or sharing plans – to name just a few important
ones. For that, we refer to other publications of
our group, e.g., (Görz et al., 2002; Bücher et al.,



2002; Ludwig et al., 2002). In this paper, we are
adressing only one specific problem:

2 Choices in Rational Dialogues

In a series of papers, Asher and Lascarides intro-
duced Segmented Discourse Representation The-
ory (SDRT) as an extension to Kamp’s DRT and
used it to model dialogue by combining compo-
sitional semantics, discourse structure and infor-
mation about the participant’s intentional states.
The reason for their approach is to overcome in-
ferential problems encountered in AI approaches
to plan recognition in dialogue systems (Asher and
Lascarides, 1997). A discourse is represented in
the form of a SDRS (Segmented Discourse Repre-
sentation Structure) which is a recursive structure
of DRSs, i.e. semantic representations of linguis-
tic expressions on the clause level, connected by
rhetorical relations. Examples for such relations
are explanation, contrast, or continuation. For dis-
course analysis, the authors propose to construct
two different SDRSs, one for each discourse par-
ticipant, in order to take their different cognitive
states – we prefer to talk about epistemic states
– into account. As a formal means for reasoning
from the epistemic states of participants to what
they say and vice versa, Asher and Lascarides in-
troduce a version of Aristotle’s Practical Syllo-
gism: it “states that normally, people intend to
do things that they believe help them achieve their
goals”1. Under the rationality assumption for dia-
logues we propose for the multi-agent framework
and the applications we work on within it, we will
use a tighter, i.e. monotonic version of the Practi-
cal Syllogism by dropping “normally”: If (a) par-
ticipant B wants ψ and believes ¬ψ, and (b) B
believes he can infer ψ from his knowledge base
augmented by φ, and moreover φ isB’s choice for
achieving ψ, then (c) B intends φ.
There are two reasons for tightening up the

Practical Syllogism into a monotonic version. The
first is a technical, albeit quite important one: As
already mentioned, in order to achieve a running
system we committed ourselves to a particular
computational logic framework, description log-
ics, where the decidability – and furthermore an

1(Asher and Lascarides, 1997), p. 16 of the preprint ver-
sion

efficient implementation – of the inference prob-
lem is the foremost issue. Non-monotonicity in
general would mean to lose decidability. The sec-
ond reason is that in any specific application sit-
uation in fact the choice of an appropriate action
is monotonic – either it is available or not. If not,
a normality assumption is of little help. This de-
cision can be modelled by a Reiter-style default
rule, but it is a priori with respect to the applica-
tion timepoint of the Practical Syllogism: Either
counterevidence to the assumption that the chosen
action is applicable exists in the actual situation,
or it doesn’t. So we have two distinct phases: First
we have to check for counterevidence; if it exists,
the choice cannot be executed and the Practical
Syllogism is not applicable. If there is no coun-
terevidence, we perform a monotonic derivation.
Technically, the first step is represented in Ab-
dallah’s FIL calculus (Abdallah, 1995); it allows
to express a certain situation description (model)
with alternative model extensions where within
each extended model we can infer monotonically.
The monotonic version of Practical Syllogism now
reads as follows:

(a) (WB(ψ) ∧ BB(¬ψ) ∧
(b) BB((φ→ ψ) ∧ choiceB(φ,ψ))
(c) → IB(φ)

With the assumptions of Grice’s maxims of coop-
eration and sincerity, the Practical Syllogism plays
an essential part in the reasoning behind how re-
sponses to questions are interpreted in dialogue.
In Asher’s and Lascarides’ original version the

choice operator is left open – there is just an ex-
istence assumption. To fill this gap, we propose
a constructive approach: What we will argue for
in the following is that we need to recur to plan-
ning in the application domain to provide a pre-
cise meaning for the choice operator in the rule
above. The operationalization of the choice opera-
tor in terms of planning will exhibit the respective
options in the actual search space, which applies to
discourse as well as to domain operations, and fur-
thermore provide an effective decision procedure.
Dealing with both kinds of operations in a uniform
way depends on how they are modelled in our sys-
tem: in the underlying conceptual hierarchy both
are represented formally in the same way.



Without any doubt, plans are an important
source about discourse structure, as has been
demonstrated by Grosz’ and Sidner’s studies as
well as other AI work on dialogue (cf. also (Bri-
etzmann and Görz, 1982)). We agree with Asher
and Lascarides in their criticism that there is no
direct way to structure dialogues satisfactorily by
a global planning approach, because there isn’t a
one to one mapping between dialogue and plan
structures. Our approach2 as well as theirs is
built upon the conviction that discourse interpreta-
tion requires intention recognition, and therefore
a semantic-based theory of discourse structure is
needed to assess when exploiting plans is appro-
priate. We have to distinguish between a domain
level plan dealing with actions and a discourse
level plan dealing with speech acts3. What we
need is to predict automatically when the inten-
tional structure of the discourse is isomorphic to
the commonsense plan, and when it isn’t; this re-
quires a formal representation of semantics. Oth-
erwise, because there is no strict isomorphism be-
tween both structures in general, wrong predic-
tions about possible antecedents for anaphors in
utterances that continue the dialogue may result.
The thesis proposed in this paper is that the

key to a solution to this prediction problem lies
in grounding the choice operator in the semantics
of the resp. application domain. With respect to
discourse structure, the role of action planning on
the domain level is not to provide a global dis-
course segmentation, but rather to assign a pre-
cise meaning in terms of domain semantics to the
choice operator in each situation where it is ap-
plied. The intended (perlocutionary) effect of a
speech act constitutes a planning goal in the do-
main; it is determined further by the options to act
in a particular cooperation context, e.g. by con-
junctive subgoals. Whether there exists a prece-
dence relation between subgoals in the conjunc-
tive case can immediately be taken from the task
plan in which possible dependencies are repre-
sented based on domain knowledge, resulting in a
temporal order for the execution of subtasks. This
matches well with Asher’s and Lascarides’ obser-

2as described e.g. in (Görz et al., 2002; Bücher et al.,
2002; Ludwig et al., 2002)

3(Asher and Lascarides, 1997) p. 5 of the preprint version

vation that a transition to the epistemic level, i.e.
from structural relations between actions in com-
monsense plans to the level of knowledge, can-
not provide a general solution, because the order
in which facts are known by the dialogue partici-
pants usually doesn’t matter. Only on the level of
domain knowledge it can be decided whether de-
pendencies between subgoals exist and in which
order the corresponding tasks have to be executed.
In the following sections we will point out how

this claim can be implemented in the context of
an example domain that can be formalized with
(classical) planning languages – in our case PDDL
(Ghallab et al., 1998). PDDL is decidable and
therefore computationally tractable, and there are
several efficient planners implemented whose out-
put – as discussed below – delivers the pragmatic
options which are subject to the choice operator.
In our view, discourse segmentation is a con-

sequence from planning actions in a setup where
partners may exchange information about com-
mon goals. From a perspective complementing
Sadek’s work (Bretier and Sadek, 1996) on why
partners have common goals at all, we elaborate
an effective model of dialogues that explains the
analysis and generation side of rational dialogues
in human-computer interaction. In an application
domain, there are several sources for a choice to
be made by a dialogue participant:

• The derivation of a common goal from a nat-
ural language contribution to a dialogue.

• There may be more than one unique plan to
achieve the common goal.

• It is possible as well that no plan can be
found. In this case, choice is between rel-
evant alternative contexts (cf. (Sperber and
Wilson, 1995)) that can be computed effec-
tively taking certain decision criteria into ac-
count (e.g. the usefulness of a alternative with
respect to the initial intention of the speaker).

• During execution of a plan, the dialogue par-
ticipant may run into trouble when assump-
tions that are vital for the plan to be carried
out completely are violated.

Throughout the remainder of this paper, we try to
illustrate our approach with the help of examples



taken from a prototypical domain we have imple-
mented: we use a model train to implement co-
operative user interfaces to complex technical sys-
tems. In our scenario, a coffee machine is con-
trolled by a PC as well as a robot that can load and
unload cups from railway waggons and position
it underneath the spout of the coffee machine that
fills them with coffee. The cups are transported to
destinations specified by the user.

3 Handling Underspecification in User
Utterances

Our goal is to use a dialogue system for spoken
language to control technical application systems.
Let us consider the scenario described above. In
very simple cases, of course there is no need for
planning at all – the choice of the appropriate ac-
tion is obvious. E.g., if only one switch exists, and
this switch has only a set of predefinded states, the
utterance “set the switch to position 1” (where ’po-
sition 1’ is one of the defined states) has only one
sensible corresponding system command.
But usually, the environment is more complex

– there exists more than one switch and railtrack,
several trains are moving with different speeds,
etc. Now, the same command may intend differ-
ent actions at the application level, depending on
(a) the current state the application system is in,
(b) possible user preferences, and (c) the fact that
other requests may still be in the queue for pro-
cessing. So, there is a 1:n-mapping between an
utterance and possible commands to the technical
application system, which is a kind of incomplete
knowledge for the dialogue manager.
Because the user is free to let his descriptions

for domain operations underspecified, utterances
like “faster please” are possible. Here, not only the
device is not specified (it could be one of several
trains or even the robot), but also the degree of
speed. The challenge for the dialogue system is to
react in a sensible and cooperative manner. One
way to resolve the underspecified items would be
to initiate a clarification dialogue. But the system
should always be as cooperative as possible, and
before further inquiry, user preferences should be
used as an additional source of knowledge, as well
as the current state of the application environment.
Taking these sources of knowledge into account,

it is possible to determine a precise command for
broad range of utterances4.
We believe that planning can be used to deter-

mine the user’s intentions and to choose the sys-
tem action he probably wanted, taking into ac-
count the application state and his preferences.
Every plan has an initial state, a goal state and a

set of possible actions. These actions are defined
as plan operators, where each operator has its re-
quired initial state and one or more effects. When
trying to find a plan, the initial states of the op-
erators are matched with a representation of the
current state of the application and of the current
user with his (general) preferences. The intended
application state is encoded in the user’s utterance,
but depends also on his preferences.
So, in the domain model, plan operators for dif-

ferent application states have to be defined. The
set of (initial and goal) states is limited by the ca-
pabilities of the technical system that is addressed.
The user preferences are encoded in the definitions
of the plan operators, too. So it is clear that only
underspecifications that are (directly or indirectly)
handeled in the definitions of the plan operators
can be filled. One simple example for encoding
user preferences in a plan operator would be:
(:action faster

:parameters (?engine1 ?user)
:precondition (not (maxspeed engine1))
:effect (and

(when (likesFast ?user)
(maxspeed ?engine1))

(when (likesSlow ?user)
(mediumspeed ?engine1))))

Now, the command “faster please” leads to an
application state where the train is running with
maximum speed, if the user likes it fast. If the
user’s preference wrt. speed is “slow”, the train
will only move with medium speed. In this exam-
ple, the application status is not regarded. But the
operator definition can be expanded. For example,
the current speed can be increased by two steps
if the user likes it fast and by one step otherwise.
The speed cannot be increased, if the train already
runs at maximum speed.

4But there will still be cases where a set of actions of the
technical system corresponds to one particular utterance. In
those cases, it depends on the confi guration of the dialogue
system, wheter a clarifi cation dialogue is initiated or e.g. a
randomly choosed action is performed.



4 How is the Discourse Related to the
Real World Situation?

The type of discourse situations we are consid-
ering here in a multi-agent framework is charac-
terized by the following prominent factors: First,
dialogue participants behave according to rational
principles of conversation and action. Second, di-
alogues follow a certain rationale which in turn is
determined by the intention to elaborate and ex-
ecute joint plans (cf. (Chu-Carroll and Carberry,
1995; Chu-Carroll and Carberry, 1996; Carberry
and Lambert, 1999)). As a consequence, dia-
logues are considered to be a means of exchang-
ing information and requiring other dialogue par-
ticipants to execute certain tasks defined in the ap-
plication domain.
In the light of these guidelines of dialogue ana-

lysis (and generation), choices in a dialogue are
determined by options while planning and execut-
ing plans for joint tasks. Furthermore, these op-
tions are constrained by the capabilities of a dia-
logue participant to act in his or her environment.
Options can appear on two levels in rationale di-

alogues: first, when reasoning about the effects of
a speech act with respect to a model of interaction,
and, second, when reasoning about the content of
a speech act. Reasoning about content has many
aspects: syntax, semantics and pragmatics not the
only but the most prominent ones. The focus of
this paper is on pragmatics and its effects on rea-
soning about the state of interaction.
(Carberry, 1990; Lambert, 1993; Lesh et al.,

1999), among others, have pointed out that reason-
ing about plans is a key to understand dialogues;
nevertheless, their work has – to the best knowl-
edge of the authors – never been integrated with
the work on planning problem solvers in AI in
order to achieve an implementation of their dis-
course models that can reason efficiently and can
be configured in a simple fashion to new appli-
cations. This paper tries to gap the brigde be-
tween linguistic theory and theoretical and practi-
cal work on planning by exploiting the expressiv-
ity of PDDL for the definition of application (and
discourse) domains. In order to make planning ap-
plicable to dialogue processing, the following is-
sues have to be addressed:

Planning must be bidirectional. The problem
here is that PDDL operators must be applied for
plan recognition as well as for plan generation.
As we model collaboration in the sense of (Chu-
Carroll and Carberry, 1996), application domain
operators must be defined for each perspective in
the modelled collaboration. In the applications we
consider, normally user and system play comple-
mentary role: the user wants the system to per-
form some task and the systems tries to find and
execute a plan that fulfils the task. As the task is
to be defined in terms of a planning goal, natural
language processing must construct it from utter-
ances. To do that, we determine whether the se-
mantic representation of the utterance talks about
objects, states or actions. In the case of states
and objects, a plan has to be computed if the in-
formation given in the utterance is not entailed in
the current application situation; in the case of ac-
tions, we have to compute their possible effects
by applying plan operators in a forward fashion.
Of course, in order to avoid infinite recursion this
process has to stop after a finite (small) number
of iterations and therefore limits the system’s ca-
pabilities to foresee the consequences implied by
the user utterance. By planning in a forward direc-
tion, the system tries to get an imagination of what
the user wants to happen. Ambiguities arise when
the applied operators have conditional effects. In
such a case, a decision procedure has to be applied
that tries to get a good guess of what continuation
would have the most positive and less risky effects
on the user’s intentions.
Maxims of conversation in the sense of (Grice,

1969) control planning. The need for a decision
procedure is a consequence of the system to follow
these general principles that of conversation. In
our current implementation, there is no reasoning
about these principles; therefore, the decision pro-
cedure always tries to fulfill user requests as fast
as possible. In the worst case ambiguities cannot
be resolved, and clarification is requested from the
user. Otherwise, the completion of the task would
have to be cancelled.
Planning in dialogues must be interactive. This

is also due to the fact that planning is always in-
terleaved with plan execution and there is no way
to guarantee that each action in a plan can be ex-



ecuted as expected. Differences between planned
and observed states motivate the need for replan-
ning in order to fulfill obligations to satisfy user
requests. In this way, handling conflicts can be re-
duced to the problem of controlling planning that
was discussed above.

5 Examples for Computing Choice

The behaviour of our system, as it has been de-
scribed in general terms up to now, is discussed in
several examples showing when options come up
and how they are handled.
In our example domain, for the sake of an in-

tuitive example, we consider different reactions of
the hearer to the speaker requesting “Please bring
me a cup of coffee!”
In the first case, the setup is as follows: The

robot – in station C – has one cup stored, an en-
gine is positioned in station B, a waggon at a sid-
ing, whereas the coffee machine is in station C.
Now, the speaker’s request has to be translated into
a planning goal. Obviously, the utterance is un-
derspecified with respect to the destination. Here,
two levels of choice have to be considered. On the
content level, there are several options for desti-
nations (all stations in our case); on the level of
controlling the execution of a joint plan, there is a
choice between deciding autonomously for an op-
tion, or to clarify this issue in interaction with the
other dialogue participant:

• You are in station A. I will bring the coffee to
station A.

• Where do you want the coffee to be delivered?
Is station A ok?

As one can observe immediately, there are numer-
ous options for speech acts and text generation
when the need for clarification is verbalized.
(:init (at engine1 stationB)

(at waggon1 siding)
(cup-state cup1 empty)
(stored-on cup1 stack1)
(coffee-machine-state cm1 off)
(at cm1 stationC)
(at cup1 stationC))

(:goal (at cup1 stationA))

The presentation of the computed options
are intended to show that the major issue to

be addressed is underspecification, not non-
monotonicity. As far as discourse planning is con-
cerned, our approach is to find (disjunctive) al-
ternatives on the basis of observed facts instead
of finding contradictions to default assumptions.
This observation leads to our claim that a mono-
tonic practical syllogism is sufficient.
In the example, to resolve the underspecifica-

tion, a decision is made in favour of station A as
the destination. As the translation of the request
shows, for the interpretation of an utterance con-
textual information is taken into account as well as
the content of the utterance. We have configured
the IPP Planner (Koehler et al., 1997) with plan
operators for the functionality of the model train
domain. The domain plans shown in this paper are
always computed by the IPP Planner. IPP finds the
following solution for the request:
0: switch-on cm1

put-below-spout cup1 cm1 stack1
compute-route stationB siding engine1

1: go engine1 stationB siding
fill-cup cm1 cup1

2: connect waggon1 engine1 siding
compute-route siding stationC engine1

3: go engine1 siding stationC
4: put-on-waggon engine1 waggon1 cup1

CM1 stationC
compute-route stationC stationA

engine1
5: go engine1 stationC stationA

In the next setup, there are two cups: somebody
put a cup (cup2) underneath the spout and prevents
the plan from being executed5 These constraints
are added to the initial situation:
(:init (at cm1 stationC)

(at cup1 stationC)
(underneath-spout cup2 cm1)
(at cup2 stationC)
(cup-state cup2 full))

Observe that additional constraints in the ap-
plication domain influence the course of the dia-
logue. Starting in the same way as above, now a
conflict of the plan with external events has to be
handled. Again, choice is between options on the
application as well as on the control level:

5In general, the case of implicit conflicts must be handled:
A user may give a precise command that could be satisfi ed
directly by the system. But its execution may conflict with
a former wish or preference (e.g. delivering the coffee with
train 1 may block the transport way connection for train 2).
So, an execution of a wish may or may not have side effects
that may be desired, irrelevant, or should be avoided.



• There is a cup underneath the spout. Your
request is cancelled.

• There is a cup underneath the spout. It’s cur-
rently being filled. Do you want this cup?

• There is a cup underneath the spout. It will
be removed immediately. Is it ok for you to
wait a few seconds or do you prefer to cancel
your request?

How are conflicts related to the practical syllo-
gism? Again, we claim that they give no argument
for non-monotonicity. In the sense of Abdallah’s
partial logic (see (Abdallah, 1995)), in a logical re-
construction of what was expected to hold this sit-
uation and what was observed, of course a logical
contradiction is entailed. But only up to the point
when – as it comes out now – the wrong option
was choosen, or – in Abdallah’s words – our “justi-
fication” knowledge was not correct. This means,
we just have to leave the wrong path from history
to future and follow the right one to remain in a
“monotonic world”.
In the last setup, we have to handle the follow-

ing situation: There are two cups in station C, one
of them underneath the spout and filled, the other
one on the robot’s stack. In contrast to the last
example however, the user’s request for a cup of
coffee was interpreted to be underspecified as far
as the selection of a cup is concerned. As a con-
sequence, the goal contains a disjunction of all the
known cups as possible candidates for satisfying
the user request.
(:goal (or (at cup1 stationA)

(at cup2 stationA)))

Now, with this underspecification in the goal, a
plan is found that may satisfy the user’s request.
The output of the planner below indicates in step 6
that there are other options that could be an answer
to the request as well.
0: compute-route stationB siding engine1
1: go engine1 stationB siding
2: connect waggon1 engine1 siding

compute-route siding stationC engine1
3: go engine1 siding stationC
4: put-on-waggon engine1 waggon1 cup2 cm1

stationC
compute-route stationC stationA

engine1
5: go engine1 stationC stationA
6: GOAL-REACHED

So, correct and useful utterances in the spirit of
(Webber, 1986) include:

• I will bring you cup2. It’s filled already.

• Is cup2 ok for you? Or do you prefer cup1?
It would take me a bit longer, however.

• Do you want cup1 oder cup2?

In each of the example cases discussed above, a
particular discourse relation is assigned to each
option available. As a consequence, the user’s
reaction determines how the structure of the dia-
logue will develop in further steps to come: De-
pending on the user’s choice for a proposed op-
tion, the current discourse and application situa-
tion have to be updated and modified differently.
New constraints that result from this update pro-
cess, may in turn influence the choices available
on discourse and application level.

6 Conclusions

We argue that the choice operator leads to a
dialogue model that distinguishes between dis-
course and application domain as choices may be-
come neccessary between options in the applica-
tion (how to satisfy a request?) and in the dis-
course (how to communicate options?). Another
consequence is that dialogues are guided by two
levels of control for analysis as well as for gener-
ation: first, the computation and selection of op-
tions in the discourse (for explaining at least se-
mantic, syntactic and discourse pragmatic ambi-
guities) and second the computation and selection
of options in the application depending on deci-
sions made in the discourse domain. Effective se-
lection of options implies the availability of a deci-
sion procedure for this task (see (Carletta, 1992)).
It must be able to handle ambiguities as well as
unsatisfiable intentions. In our opinion, a (com-
putationally tractable) approach requires different
algorithms for reasoning and deciding due to the
different nature of the tasks to be solved.
In our example application, we try to integrate

reasoning and decision procedures in a complete
dialogue system for spoken langugae processing.
On the basis of the approach outlined in this paper,
the knowledge for making the control levels work,



can be set up for various applications by defin-
ing the functionality of the application domain in
terms of a set of PDDL plan operators.
There is a lot of related work on the implemen-

tation of dialogue systems. The most important
one seems to be the TRAINS system and its suc-
cessors as described in (Allen et al., 2001). In our
view, a distinguishing feature of our work is the
focus on data-driven adaptability to new domains
– an issue not discussed in very much detail in
(Allen et al., 2001). (Yates et al., 2003) describe a
system that responds to user requests for handling
a VCR. As our system, it computes plans to sat-
isfying user intentions. However, the paper does
not explain if options – as discussed above – can
be computed and how they are integrated in a dia-
logue. We find that our hybrid approach covers a
broader range of dialogues.
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Abstract

This paper investigates the use of so-
cial and participant roles in the defini-
tion of dialogue games. We present a
formal representation which can be used
in the specification of role related re-
quirements for interaction between be-
tween artificial agents, and for the spec-
ification of human-computer interfaces.

1 Introduction

Dialogue participants have some reason to engage
in a dialogue: they are executing some social ac-
tivity, bound by conventional rules. Often the lin-
guistic realisation of a social activity activity is
standardised, and has turned into a dialogue type
or genre, such as information exchange or negoti-
ation. See Walton and Krabbe (1995) for a cate-
gorisation. The conventional rules of a genre may
be expressed as a dialogue game. This approach
has been applied in linguistics, e.g. (Mann, 1988;
Carletta et al., 1997) and in research on multi-
agent communication and argumentation (Walton
and Krabbe, 1995; Reed, 1998; Kraus et al., 1998;
McBurney and Parsons, 2002).
A dialogue game is a set of rules which de-

termine for each participant what dialogue moves
are allowed in a given dialogue context. The di-
alogue context contains the setting, the partici-
pants, the dialogue history and the apparent infor-
mation states of the participants, including com-
mitments and preferences. Update rules specify

the expected effect of a move on the apparent in-
formation states of the participants. Other rules
determine under what circumstances a dialogue
can be initiated and terminated and what the ap-
parent purpose of the participants is in initiating
or taking up a dialogue game.

Crucial in the description of a dialogue game
are the roles of the participants. A source of inspi-
ration on roles is Goffman (1959; 1981). Some
roles have direct linguistic relevance. For ex-
ample, the role of addressee is needed to de-
termine the meaning of the pronoun ‘you’. It
is well known that speakers adapt their way of
speaking to the role of the addressee (Ladegaard,
1995). Like stereotypes, roles generate expecta-
tions, and based on a role the participants of a dia-
logue are assigned the obligations and permissions
that make up the dialogue game rules (Traum and
Allen, 1994). However, to our knowledge a sys-
tematic way of expressing role requirements in di-
alogue does not exist.

In this paper we want to further investigate the
use of roles for understanding the regularities of
both human and artificial dialogue. We present
a crude formalisation which can be used in the
specification of requirements for interaction be-
tween artificial agents, and for the specification of
human-computer interfaces. The paper is organ-
ised as follows. Section 2 lists three examples of
organisation models in dialogue. Section 3 defines
the concepts of agents, groups and roles. Section
4 elaborates on the formalisation of role related
requirements, while section 5 reconsiders the ex-
amples of section 2.



2 Roles in Dialogue

Roles in dialogue can be distinguished by their
temporal scope. There are roughly three time-
scales. The participants fulfilling a dynamic role,
such as speaker or addressee, may alternate re-
peatedly during a single dialogue. A formalisation
of dynamic roles requires a way of expressing the
role allocation change. An example is the turn tak-
ing mechanism (Sacks et al., 1974) to allocate the
roles of speaker, addressee and overhearer. The
allocation of participant roles on the other hand,
such as an expert or novice in an information seek-
ing dialogue, remains stable during a single stretch
of interaction, or encounter. Such roles constitute
the current dialogue game. Finally, social roles
or role relations like teacher and pupil extend be-
yond single encounters. Their scope is determined
by the social activity or situation. Social roles are
presupposed by some moves in a dialogue game.
On the other hand repeated interactions of a par-
ticular type help shape social relationships. The
assignment of roles is often ambiguous, and is de-
termined in a joint process. Linguistic cues like
politeness help to indicate the current roles.
In each case the function of roles is both pre-

scriptive and descriptive. Roles define permissions
and obligations, but also trigger expectations and
assumptions. In this respect roles are like stereo-
types. The following examples illustrate the use of
dynamic, participant and social roles, respectively.

Example 1. Consider a classroom situation, in
which the teacher is giving a lecture, while the stu-
dents are attentive (t1). The teacher is the speaker
and the students are the addressees. Then the
teacher asks Bill a question (t2). Now Bill is
the addressee. The other students are still con-
sidered participants, because the question is in-
tended to be instructive for them too. Such side
participants are called auditors. By contrast, if the
headmaster would interrupt the teacher by enter-
ing the room and asking a question (t3), the stu-
dents would not be participants but overhearers. In
this case the students are recognised and allowed
to be present by the speaker, so they are called
bystanders. Unauthorised overhearers are called
eavesdroppers (Bell, 1984; Clark, 1996).

addresseesparticipants

speaker

t1

auditors

addressee

participants

speaker

t2

overhearers

addressee

speaker

participants t3

Figure 1: Dialogue roles of example 1.

Example 2. Consider the dialogue genre of co-
operative information exchange (Hulstijn, 2000)
with the roles of expert and novice. First, an ex-
pert knows more about the topic of the particular
exchange than the novice. This difference in ex-
pertise or ‘information potential’ is the main rea-
son for engaging in an exchange of information in
the first place. Second, in case of a conflict be-
tween information from the expert and the novice,
both agents are likely to prefer the information of
the expert. Third, because the expert knows more
and knowledge is valuable, the expert is likely to
be of a higher status. This influences the wording
and syntax of the utterances in the exchange, the
turn-taking and the initiative handling. For exam-
ple, the novice is less likely to interrupt the expert.

Example 3. Consider a teacher and a pupil. The
setting is educational; the teacher is supposed to
teach the pupil. There is a power relation, partly
based on age and expertise, and partly on deferred
authority of the school. For example, the teacher
may discipline the pupil, assign homework, set ex-
ams and give grades. The setting allows different
kinds of encounter, so there is a repertoire of sev-
eral dialogue games (information seeking, exami-
nation, reproach), including also more general di-
alogue games like discussing the weather.



3 Organisation Structure

We introduce some concepts to give a formal
description of organisation structures. An or-
ganisation consists of a set of agents structured
by groups, roles and role relations. The theory
is inspired by Ferber and Gutknecht (1998) and
modified after other research in multi-agent sys-
tems (Carmo and Pacheco, 2003; Wooldridge et
al., 2000). A discussion of the origin of roles in
the social, psychological and linguistic literature is
beyond the scope of this paper. In general, social
requirements are defined on roles instead of agents
for two reasons. Firstly, agents are autonomous,
although they are restricted by responsibilities and
obligations (Castelfranchi, 1998). They can for
example decide when and how to formulate their
responses. Secondly, the social activities that
determine role requirements are relatively stable,
whereas the allocation of agents to roles may alter
quickly.
In this paper the organisational concepts are in-

terpreted as follows.
A group is a set of agents that share a group

characteristic. For example, agents speaking a par-
ticular language, or agents that are mutually con-
nected by a communication channel form a group.
A role is a set of related constraints put on an

agent by its place in the organisation. A role de-
fines a set of constraints on the expertise, capabil-
ities, responsibilities, goals, obligations and per-
missions of the agent. A role is always related to
some organisational objective or activity. For ex-
ample, the role of chairman only makes sense dur-
ing a meeting. Agents may only fulfill a role pro-
vided they are qualified, i.e., possess the required
minimal properties to fulfill a role.
One role can be fulfilled by several agents. Con-

sider for example several postmen in a district. On
the other hand, one agent can fulfill several roles.
For example, Mintzberg (1979) identifies various
managerial roles: resource allocator, disturbance
handler, progress monitor, disseminator of infor-
mation, leader, etc. A position is a collection of
roles commonly fulfilled by a single agent. The
roles for a position must not interfere. For exam-
ple, a member of a program committee should not
review his own or his students’ papers. Organi-

sations must be designed in such a way that such
conflicts will not occur. This is called separation
of duty (Sandhu et al., 1996).
Role relations, also known as dependen-

cies (Malone and Crowston, 1994) or chan-
nels (Dretske, 1981) are simultaneous constraints
on two different agents, based on their respec-
tive roles. Role relations coordinate behaviour.
Examples are authority relations (employer-
employee), task-based dependencies (consumer-
producer) and communication channels (sender-
receiver). In computer science, interaction is spec-
ified by protocols, often in the shape of (timed)
automata. An example is the contract net protocol
(Smith, 1980). Below we use dialogue games to
express interaction constraints.
It is possible to define group, role and role rela-

tion in terms of each other. Groups can be defined
by the role of a group member. A role can be seen
as a role relation directed towards an abstract en-
tity like the organisation. Such a reference also
indicates the scope of the role requirements. Ac-
cording to Bill Mann (p.c.) role relations are prior
to roles. Compare for example the doctor role in a
doctor-patient relation, which is different from the
doctor role in a doctor-nurse relation.

4 Formal Requirements

To allow formal specification, we use predicate
logic to define an organisational structure. Con-
sider modelsM = hD, Ii where the domain D =

A [ R [ G [ Ch [ E [ T consists of agents A,
roles R, groups G, channels Ch, other entities E
and time points T . Since we want to quantify over
roles, groups and channels but avoid higher or-
der logic, we use specific predicates R, G and Ch

and write R(a, r) whenever agent a enacts role r,
G(a, g) when agent a is a member of group g and
Ch(a, b, ch) when channel ch is established be-
tween agents a and b. Whenever an entity e is cru-
cial to the definition of a role we write R(a, r, e).
We allow nesting of groups and roles. So a group
may itself play a role at a higher level of abstrac-
tion. To deal with dynamic roles, predicates may
be indexed by moments t1, t2, .. ordered on a lin-
ear scale. More elaborate temporal logics can be
used when needed. We use µ to denote assign-
ments of objects to variables.



Organisation structures can be depicted graph-
ically, as in figure 1. Large ellipses represent
groups of participants. Small circles represent
agents, annotated with roles. Currently instanti-
ated role relations are depicted by an arrow, point-
ing from the initiator of the establishment of the
role relation to the other participant(s).

4.1 Role Definitions
Associated with a role is a set of requirements.
Think of these as the constraints put on an agent’s
behaviour, by virtue of the role. Such require-
ments may be expressed by formulas of the fol-
lowing form.

8x r(R(x, r) ! 'r(x)) qualification

8x r(R(x, r) ! Ox'(x)) specification

8x r(R(x, r) ! Px'(x))

A role definition consists of a set of such formu-
las. If predicate logic does not suffice, the re-
quirements must be expressed in another logic.
We use versions of BDI agent logics (Hindriks et
al., 1999; Wooldridge et al., 2000) extended with
a deontic logic. Role definitions consist of two
parts. The qualification restricts the assignment
of agents to a role. If an agent does not comply,
it is unsuitable to fulfill the role in the first place.
Qualifications include expertise, capabilities and
motivation. Once assigned, we can use the quali-
fications of a role as a source of expectations.
The specification defines the actual responsibil-

ities, obligations and permissions of a role. If an
agent fails to achieve a responsibility, it is not im-
mediately taken from the role. In computer sci-
ence obligations and permissions are usually ex-
pressed in a table or by declarative policy rules
that are directly enforced by the operating system.
This conflicts with agent autonomy. Moreover,
if policies conflict, agents and system designers
need a form of ‘contrary to duty’ reasoning. In
such cases an explicit deontic logic with opera-
tors O (obligation) and P (permission) becomes
useful. The specification requirements can there-
fore be thought of as embedded in the deontic op-
erators O or P. Instead of R(x, r) ! Ox'(x)

it might be more appropriate to use specific con-
ditional obligations Ox('(x) | R(x, r)) (van der
Torre and Tan, 1999).

provided by agent required by role
knowledge expertise
capabilities permissions
goals responsibilities
practical reasoning rules interaction constraints

Table 1: Role-based requirements

4.2 Role Requirements
Consider table 1. On the right some kinds of role
related requirements are displayed; on the left the
corresponding agent characteristics.
Given a role, other agents expect certain exper-

tise and competence. Expertise can be expressed
in a modal epistemic logic with operators like K

andB. For example, at school a pupil should know
that Paris is the capital of France. But we also want
to specify as yet unknown expertise. For example,
the chairman of a meeting is required to know who
will be present. Actually, one needs quite an elab-
orate logic to express such constraints. In this case
we choose a version of Groenendijk and Stokhof’s
(1996) semantics of questions combined with a
modal operator K

wh that embeds issues, i.e. the
content of a question, rather than propositions.

8x(R(x,pupil) ! Kxcapital(France,Paris))

8xy(meeting(y) ^ R(x, chair, y) !
K

wh
x ?z(present(y, z)))

We found that requirements on expertise generally
need to be formulated in terms of knowledge-wh,
so as potential answers to questions, rather than as
the customary knowledge-that.
Competence (knowledge-how) can be captured

by a list of capabilities, i.e., the actions an agent is
in principle capable to perform. The deontic coun-
terpart of a capability is a permission. The reason-
ing capabilities of an agent can be expressed using
practical reasoning rules, of the form Cond )
Action, to indicate which actions the agent should
perform based under what circumstances (Hin-
driks et al., 1999).
Task-based roles often contain responsibilities.

Responsibilities are those intentions the agent is
required to pursue by the nature of its role. Us-
ing the extended logic suggested above, responsi-
bilities are of the form R(x, r) ! OxIx'. Like
for goals, one can distinguish maintenance re-



sponsibilities, to maintain some property, from
achievement responsibilities to reach some non-
actual state of affairs.
It is difficult to separate responsibilities from

plain obligations. One difference seems to be that
responsibilities, like commitments, are voluntar-
ily accepted, whereas obligations are imposed. In
case of a violation, the violator is liable. A typical
sanction is banishment from the community. Fail-
ure of a responsibility is less dramatic; only when
the agent did not try and apparently did not have
the intention, this may be reason for a sanction.
Another difference concerns the time scale. The
scheduling of an achievement responsibility is left
to the discretion of the individual agent; achieve-
ment obligations are usually immediate, or have a
fixed deadline. The distinction between goals and
responsibilities is not always clear either. An agent
may identify so much with its role, that its respon-
sibilities become individual goals. This is called
embracement by Goffman (1981).

4.3 Interaction Requirements

Interaction constraints are specified by protocols
or dialogue game rules. As agents engage in a
dialogue, they make a commitment to play by its
rules. This creates a temporary community of par-
ticipants. In this community, the effect of a dia-
logue game rule on an individual participant can
be described using so called discourse obligations
(Traum and Allen, 1994). Discourse obligations
are conditional on the dialogue context, which in-
cludes the latest move. How can we separate inter-
action requirements into obligations for individual
roles? Roughly, there are two cases. If the ‘poles’
of a role relation, channel or dependency are iden-
tified with particular roles, as in the consumer-
producer dependency, these roles are used. Other-
wise, a dialogue game can be used to specify the
kinds of interaction that are allowed to take place.
For each dialogue game we identify the roles of
initiator and responder (Mann, 1988).

8xy ch r1r2(Ch(x, y, ch) ^ poles(ch, r1, r2) $
R(x, r1) ^ R(x, r2))

8xy d(Ch(x, y, d) ^ dial game(d) $
R(x, ini, d) ^ R(x, res, d))

Interaction can be modelled at several levels
(Clark, 1996). Usually, dialogue games are formu-
lated at the level of dialogue acts, having a certain
task related function and a semantic content. But
there are conventional interaction requirements at
the other levels too. At the syntactic level, it is ob-
vious that speakers take the addressee into consid-
eration. At the level below that, of presenting and
attending to signals, we may place the dynamic
roles of example 1. In multi-party face to face
spoken dialogue we may distinguish the roles of
speaker, addressee, overhearer, auditor and partic-
ipant (Bell, 1984). All people within hearing dis-
tance are overhearers. An auditor is an overhearer
that is ratified as a participant by the speaker.

8xyz(Ch(x, y, z) ^ face to face(z) $
R(x, sp, z) ^ R(y, ad, z))

8xzu(R(x, sp, z) ^ hear(u, x) $ R(u, oh, z))

8xzu(R(u, oh, z) ^ R(x, sp, z) ^ ratified(x, u, z)

$ R(u, aud, z))

8xz(R(x, sp, z) _ R(x, ad, z) _ R(x, aud, z) $
R(x,part, z))

4.4 Group Requirements
Similar to role related requirements, there are
group requirements'g that all members of a group
g ought to satisfy. For example, all members of a
club should have paid the membership fee. This
does not mean that all members have actually paid.
Violations are possible. On the other hand, hav-
ing a characteristic may be enough to qualify as
a member of a group. For example, hearing the
speaker is enough to qualify as an overhearer.

8x g(G(x, g) ! Ox'(x))

8x g(G(x, g) ! Px'(x))

8x g('g(x) ! G(x, g))

As part of the group characteristics we may re-
quire that all pairs of members of a group are con-
nected by some communication channel. On the
other hand, given a single communication chan-
nel, all the agents connected to that channel form
a group, e.g., all ships using radio channel 16.

8xy g(G(x, g) ^G(y, g) ! 9chCh(x, y, ch))

8xy ch(Ch(x, y, ch) ! 9g(G(x, g) ^G(y, g)))



Interesting group requirements relate to secrets or
classified information. By definition, a formula '
is a secret among agents in group h, when no agent
outside of the group knows it, and is allowed to
know it. A secret can be maintained by the indi-
vidual obligation of members of the group to keep
it a secret.

8h(secret(', h) $ 8x(Kx' ! G(x, h)))

8xy h(G(x, h) ^ ¬G(y, h) ^ secret(', h) !
Ox¬Ky')

An issue, i.e. the content of a question, may also
be defined a secret. Issues can specify as yet un-
known knowledge, like a password. To maintain
the secret, we can specify an obligation that no-
body but you is to know your password.

8h(secret(?', h) $ 8x(K
wh
x ?' ! G(x, h)))

8x(x 6= you ! Ox¬K
wh
x ?y(passwd(you, y)))

In order for roles to work, the allocation of agents
to roles must be known among all members of
the group that use them. To this end, agents in a
role are often indicated by external characteristics,
such as a uniform, or placement behind a desk. A
role r is called transparent in group h whenever
all members of h know which agent is enacting it.

8rhx(trans(r, h) $ (G(x, h) ! Kx?yR(r, y)))

4.5 Exclusion
A single agent in an organisation may perform
many different roles at the same time. However,
some roles may not be combined. Such roles are
called mutually exclusive (Sandhu et al., 1996).
Organisations must be defined in such a way that
conflicts do not occur. This can be achieved by
putting exclusion clauses in the qualification re-
quirements. There are different kinds of exclusion.
Static exclusion concerns roles that may not be
combined. For example, to avoid conflicts of in-
terest a government minister should not also be
manager of a large company.

8x(R(x,minister) ! ¬R(x,manager))

Dynamic exclusion concerns roles that may be per-
formed by the same agent, as long as they do not

concern the same case. For example, a programme
committee member may submit a paper to a con-
ference, as long as she does not have to review
her own paper. Thus the roles of submitter and
reviewer are mutually exclusive, when it concerns
the same paper.

8xe(R(x, submitter, e) ! ¬R(x, reviewer, e))

8xe(R(x, reviewer, e) ! ¬R(x, submitter, e))

Resource-based exclusion derives from the distri-
bution of limited resources like time, tools or en-
ergy. If there is one hammer, only one person at a
time can use it. A turn-taking model can be imple-
mented using such an exclusive artifact or token.
Consider a relay race in athletics. The second run-
ner may not start before the first arrived. Overlaps
are difficult to observe, so the rule is implemented
using a baton. When the baton is dropped, the rule
is violated.

8xy(R(x, runner) ^ R(y, runner) ! x = y)

8x(R(x, runner) $ hold(x, baton))

An interesting example of resource based ex-
clusion is the speech channel. Unlike written
language for example, speech is not persistent.
Therefore, an utterance must be produced and pro-
cessed at the same time. Moreover, overlapping
speech signals interfere, which complicates hu-
man processing. For this reason, overlaps should
be avoided: the speaker role is largely exclusive.
On the other hand, a speech channel (attention)
needs to be maintained. This takes effort. There-
fore, gaps in the use of the channel should also be
minimised.

8xyz(R(x, sp, z) ^ R(y, sp, z) ! x = y)

8xz(R(x, sp, z) ! speak(x, z))

The turn-taking mechanism is a self-organising
process that implements a balance between these
two opposing global requirements (Sacks et al.,
1974). In this sense, turn taking does not dif-
fer much from other resource allocation problems.
Similar to a baton, the speaker holds the turn.
Holding the turn gives the right to speak, but it
also triggers an obligation to speak or otherwise to
release the turn. Turn taking rules are summarised
in table 2.



For each of the following clauses, take
8xyz t1t2t3 t1 ∑ t2 < t3, tcp(t1), tcp(t3)
R(x, sp, z, t1) ! Pxspeak(x, z, t2)
R(x, sp, z, t1) ! Ox(speak(x, z, t2) _ release(x, z, t2))
R(x, sp, z, t1) ^ R(y, ad, z, t1) ! Pxsel sp(x, y, z, t2)
speak(x, z, t2) ^ ¬9u(speak(u, z, t2)) ! R(x, sp, z, t3)
sel sp(x, y, z, t2) ! R(y, sp, z, t3)
release(x, z, t2) ! ¬R(y, sp, z, t3)
¬R(x, sp, z, t1) ^ R(y, part, z, t1) ! Pyspeak(y, z, t2)

Table 2: Interpretation of turn taking rules

4.6 Global Requirements
A set of role definitions defines an organisation
structure. In addition to role definitions we as-
sume formulas expressing facts about individual
agents and about the environment. A set of role
descriptions with an assignment of agents to roles
defines a system. Since formulas may conflict, dif-
ferent extensions, maximal consistent sets of for-
mulas, correspond to different system configura-
tions. Given some constraints on the assignment
of agents to roles, we might be able to prove global
requirements of a system. Such constraints on the
assignment are (i) that agents are qualified, i.e.
satisfy the basic requirements that enable them to
fulfill the obligations and responsibilities associ-
ated with the role, (ii) that agents are motivated,
i.e. incorporate (enough) responsibilities associ-
ated with the role as a personal goal, (iii) that
agents are obedient, i.e. (usually) respect obli-
gations and permissions associated with the role,
(iv) that the roles assigned to one agent are non-
exclusive, and (v) that roles are transparent.
This line of reasoning can be sketched as fol-

lows: a set of role, group and role relation descrip-
tions °org, a set of agent descriptions °ag, a de-
scription of the environment °env and an assign-
ment µ of agents to roles that satisfies (i) – (iv)
may provide enough structure to prove global sys-
tem properties ¢. However, because of the non-
determinism resulting from agent autonomy, we
expect that many global requirements can only be
demonstrated using simulation experiments.

°org, °ag, °env |=µ ¢

5 Applications

In this section we reconsider some aspects of the
examples of section 2.

novice(n) expert(e) x, y 2 {n, e}
exp. ¬K

wh
n ?' K

wh
e ?'

resp. InK
wh
n ?' IeK

wh
n ?'

perm. ask(x, y, ?√), inform(x, y, '), ack(x, y, ')

inter. latest move(æ, ask(x, y, ?√)) ^Ky¬
^ answer(¬, ?√, æ) ! Oyinform(y, x, ¬)

latest move(æ, ask(x, y, ?√)) ^ ¬(Ky¬
^ answer(¬, ?√, æ)) ! Oyack(y, x, ?√)

latest move(æ, inform(x, y, √)) ^Ky¬
^ coherent(¬, ?', æ[√]) ! Oyinform(y, x, ¬)

latest move(æ, inform(x, y, √)) ^ ¬(Ky¬
^ coherent(¬, ?', æ[√])) ! Oyack(y, x, √)

Table 3: Information seeking dialogue game

First consider the allocation mechanism of the
dynamic roles of example 1. Table 1 contains an
adaptation of Sacks et al. (1974, p 704) turn tak-
ing rules. It is meant to illustrate the definitions;
not to be of much empirical value. For now, we
use predicates indexed with time points, some of
which correspond to the so called turn relevance
places. We skip over the problem of projecting the
next turn relevance place on the basis of what was
said. We are developing a simulation algorithm of
the turn taking mechanism, using the agent pro-
gramming language 3APL (Hindriks et al., 1999).
Next consider example 2. Table 3 contains a

rough approximation of the role requirements for a
cooperative information exchange between expert
and novice on a particular topic, specified here by
an issue ?', in a dialogue context æ. We use di-
alogue game rules that model initiative-response
units. These are based on the latest move. The
answer requirement means that ¬ is consistent, in-
formative, relevant and not over-informative with
respect to issue ?√ in dialogue context æ. The co-
herence requirement means that¬ is consistent, in-
formative and relevant with respect to the dialogue
issue ?' in dialogue context æ['], i.e., æ with √
added to it (Hulstijn, 2000).
Finally, reconsider the authority relation of ex-

ample 3 between teacher and pupils that allows the
teacher to assign homework and set exam dates,
in short, to assign new obligations and responsi-
bilities. In a way, a teacher has meta-privileges
and can alter part of the specification of the roles.
However, these alterations must take place by
means of a dialogue game that ensures that pupils
know the new rules and are in a position to com-
ply. Such dialogues are a topic of future research.



6 Conclusions

In order to specify dialogue game rules, we need
to be able to express requirements on the social
roles, participant roles and dynamic roles of dia-
logue participants. To this end, we have presented
the concepts of agents, roles, groups and role rela-
tions to model an organisation structure. We have
given a sketch of a way to formalise such an or-
ganisation structure, and have presented various
examples of its use in the specification of interac-
tion requirements. Further research is concerned
with a simulation of the turn taking mechanism,
improvement of the representation formalism and
application of the logic to a case study from elec-
tronic commerce.
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Abstract

The objective of this paper is to exam-
ine whether the rules and constraints of
Centering Theory (CT) can be reduced
to more general principles of informa-
tivity and processing efficiency. We ar-
gue that certain OT approaches to dis-
course anaphora share with CT an over-
simplification of the costs incurred by
speakers and hearers in collaborative
reference resolution, and conclude by
outlining a game-theoretic model which
aims to take all relevant factors into ac-
count, and allows “classic” CT to be de-
rived as a special case.

1 Introduction

Centering Theory (Grosz et al., 1995) is a theory
of local discourse structure which has been moti-
vated on the grounds that discourse transitions de-
fined as “coherent” are easier for hearers to pro-
cess. However, discussions of the cognitive as-
pects of CT have tended to overlook its implica-
tions for the processing load it assumes for the
speaker: it turns out (Kibble and Power, 2000) the
task of planning sequences of clauses and ordering
arguments within clauses to maximise coherent
transitions soon becomes intractable. And hear-
ers only benefit from “coherent” transitions if they
maintain a discourse model enabling them to pre-
dict the occurrence of preferred transition types,
which itself imposes some processing load.

These considerations suggest that firstly, an ad-
equate account of the phenomena addressed by
CT requires both speaker and hearer processes
to be modelled in parallel; and secondly, if CT’s
rules and principles are indeed congruent with
reasonable assumptions about processing costs, it
may be possible to reduce them to more gen-
eral “cognitive” principles. This is not a novel
idea: Hasida Nagao and Miyata (1995) proposed a
game-theoretic account of communication which
they claimed “reduces the specifics of anaphora to
general properties, such as utility and probability”
and recent work by Rob van Rooy (2003) in the
same spirit aims to derive the key notions in David
Beaver’s (2003) OT-based reconstruction of CT
from Blutner’s (2000) theory of rational language
use, bidirectional OT. Beaver (op. cit.) reformu-
lates CT as COT in terms of constraints which are
independently motivated in the linguistics litera-
ture, and (Buchwald et al., 2002) outline a CT-
like model of discourse anaphora in an OT frame-
work (ROT) where the goal is to dispense with no-
tions like “topic” and ”[allow] the whole system to
emerge from the interactions between constraints
that do not depend on special-status elements”.

I shall begin with a brief critical overview of
these proposals, which will lead me to ques-
tion whether OT with its ordinally ranked con-
straints and strict domination is really an appropri-
ate framework for modelling discourse phenom-
ena. This will be followed by an updated exposi-
tion of the game-theoretic model first proposed in
(Kibble, 2003), and conclude by considering some
outstanding empirical problems.



2 Centering Theory

Centering theory (CT) models the interaction of
cohesion and salience in the internal organisation
of a text. The basic assumptions of the theory
(Grosz et al., 1995) are1:

1. For each utterance in a discourse
there is precisely one entity which is the
centre of attention or center (Constraint
1). The center of utterance is the
least oblique argument of which
is mentioned in (Constraint 3).

2. The center is the entity which is most
likely to be pronominalised (Rule 1).

3. There is a preference for consecutive
utterances within a discourse segment to
keep the same entity as the center, and
for the Subject to be interpreted as the
center and predicted as the center of the
following utterance (Rule 2).

These principles together account for the general
intuitions that in the examples below, a proper
name is needed in (c ) to force the subject to be un-
derstood as Betty, and the variants (c , c ) where
the pronoun has to be understood as Betty are un-
natural.

(1) a. Alice likes Betty.

b. She often visits her for tea.

c. Yesterday she baked a cake for her.

c . Yesterday Betty baked a cake for her.

c . ?#Yesterday Alice baked a cake for her.

c . ?#Yesterday she baked a cake for Alice.

Centering has been seen as a theory of anaphora
resolution but it is more accurate to see it as a
model of predictive reference resolution. In con-
trast to models where a search for antecedents is
triggered by anaphoric expressions, CT assumes
that the process of interpreting an utterance identi-
fies some entity as the default referent for the most

1This is only a cursory sketch; readers should turn to the
cited papers for fuller accounts.

salient referring expression in the following utter-
ance, thus enabling the hearer to begin construct-
ing a semantic representation in advance. If this
position is taken by an RE which is incompatible
with this “default referent” there is a disruptive ef-
fect, as in (1c ).

3 Game Theory and OT

Hasida Nagao and Miyata (1995) present a re-
versible decision matrix (Table 1) which allows S
and H (as players in a communication game) to
converge on a mapping between contents ,
and messages , in contexts where each
message potentially refers to either content (e.g.,
one is a pronoun and one a definite description).
Suppose P( ) P( ) and U( ) U( ) where
P is probability and U is utility. Expected Utility
is maximised if S chooses , to convey ,
respectively and R interprets as and

as :

(2) a. Tom was late.

b. Bob scolded him .

c. The man was angry with him .

In the analysis of the above example it is assumed
that the pronoun him has greater utility than the
proper name, as a “lighter” expression, and that
Bob as Subject of (2b.) has greater probability
of occurring in (2c.) The claim is that this ac-
count “reduces the specifics of anaphora to gen-
eral properties, such as utility and probability. . . ”
But: the analysis seems to rest on specific stipu-
lations about utility (of pronouns) and probability
(assumed to correlate with grammatical salience),
and assumes that utility of messages is the same
for S and R.
Robert van Rooy (2003) follows Hasida et al’s

approach, aiming to derive the constraints and
ranking in Beaver’s (2003) OT account of CT from
general principles of information theory. The es-
sential components of an OT grammar are: a set of
Constraints which are ranked, universal and vio-
lable; Gen which defines all possible outputs for



Message

Content P( )U( ) P( )U( )
P( )U( ) P( )U( )

Table 1: Decision matrix for a communication
game

a given input and Eval which selects the optimal
candidate according to strict domination: candi-
date A is optimal if there is some constraint
such that A has fewer violations of than any
other candidate and there is no higher-ranked
for which A has more violations than some other
candidate (McCarthy, 2002). Centering-related
constraints in Beaver’s COT include the follow-
ing:

(3)
AGREE Anaphors agree with their

antecedents.
DISJOINT Co-arguments of a predicate

have disjoint reference.
PRO-TOP The topic is pronominalised.
FAM-DEF Each definite NP is familiar.
COHERE The topic of S is the same as

the topic of S
ALIGN The topic occurs in subject

position.
Rank: AGREE DISJOINT

PRO-TOP FAM-DEF
COHERE ALIGN

Beaver demonstrates that his model makes the
same predictions as the classic BFP algorithm
(Brennan et al., 1987), with the claimed advan-
tage of offering a declarative, reversible set of con-
straints which determine both the optimal linguis-
tic forms given a semantic input, and the optimal
interpretation of a given discourse. The model
is extended to evaluate the coherence of multi-
sentence text, with violations of each constraint
summed and optimality determined in the standard
way following strict domination. Thus in exam-
ple (4a-b-c) the interpretation of the (c) sentence
is correctly predicted as she = jane, the young
woman = mary.

(4) a. Jane likes Mary .

b. She often visits her for tea.

c. She chats with the young woman for
ages.

This can be verified by reading Figure 1 from left
to right and at each column, retaining only candi-
dates that have no more marks against them than
any other surviving candidate: the arrow marks
the winner (optimum) .

However, the constraint ranking given in (3)
turns out to be underdetermined by the examples
discussed. For instance the same optimum is cho-
sen for (4) if one reads the table from right to left.
One example in (Beaver, 2003) where the con-
straint ranking affects the outcome is the slightly
pathological (5) which is admitted to be “difficult
to process”:

(5) a. Mary likes tennis.

b. She plays Jim quite often.

c. He used to play doubles with Mary .

The problem here is that both BFP and COT in-
terpret the two occurrences ofMary as referring to
different people (see Figure 2). As an instance of
the flexibility which is a hallmark of COT, Beaver
derives the correct reading by re-ranking FAM-
DEF above PRO-TOP giving the full ranking

AG DIS FAM PRO COH AL

But hard cases make bad law, and in any case
this is not the only re-ranking that does the job:
as the reader may verify, the preferred reading

is also selected by

AG DIS COH AL FAM PRO

To conclude, Beaver succeeds in unifying CT’s
heterogenous rules and constraints as an elegant
set of principles which conspire to identify opti-
mal interpretations, but it remains to be proven that
the additional OT apparatus of ordinal ranking and
strict domination actually takes us much further.
Rob van Rooy seeks to motivate Beaver’s

constraints and ranking on information-theoretic
grounds: “light” expressions such as pronouns
appropriately realise high-probability referents,



Example (4c) Ag Dis Pro Fam Coh Al
k = i, l = j
k = j, l = i
k = i, l = i

Figure 1: Optimality tableau for example (4c)

Example (5c) Ag Dis Pro Fam Coh Al
k = j, l = i

k = j, l i, j
k i, j , l = i
k, l i, j

Figure 2: Optimality tableau for example (5c)

while sequences conforming to COHERE and
ALIGN minimise violations of PRO-TOP by max-
imising candidates for pronominalisation and so
reducing speaker’s effort. However it is ques-
tionable whether the facts about extended dis-
course can be adequately captured in a standard
OT framework, which is after all supposed to be
a grammatical formalism. Specifying constraints
in terms of quantifiable “effort” is difficult to rec-
oncile with strict domination. Suppose a unit of
effort is one zipf or . Suppose the cost of violat-
ing is and the cost of violating the lower-
ranked is , . Clearly, for some ,

: the effort incurred by violations of
would outweigh the effort saved by observing .
Buchwald et al (2002) propose a bidirectional,

speaker-oriented account of discourse anaphora
ROT: S computes the optimal output PF for a
given LF, and PFs are screened to ensure the
LF is “recoverable” for H. This account can be
seen to follow mainstream OT in essentially mod-
elling a conflict between markedness and faith-
fulness: simpler NP forms are unmarked, ac-
cording to *STRUCTURE constraints, while “faith-
fulness” constraints favour fuller NPs supporting
feature-checking with PF over the Salience list
(RECOVERABILITY), and sequences where gram-
matical salience in PF is aligned with LF
(LINEARITY). The “ultimate preference” of the
LINEARITY constraints is “for the orders of enti-
ties in SaL and Sal to align with each other”
(op. cit.:41), where SaL and Sal represent
S’s model of the common ground before and af-

ter utterance . It is not clear to me how ROT
would handle example (2) above, since both LIN-
EARITY and RECOVERABILITY favour interpret-
ing The man as Bob, which would leave him to be
interpreted as Tom, contrary to the desired read-
ing. Space forbids a fuller discussion of this ac-
count in this short paper, but we may note that in
common with other approaches we have discussed
it only models benefits for H, disregards planning
costs for S and the cost to H of maintaining a dis-
course model, and assumes a common, grammati-
cal salience ranking is available to S and H.

4 A Framework for Centering Games

Kibble (2003) characterises reference resolution
as a (timed) game where both players benefit in
terms of efficient communication if H correctly
guesses which item will be referred to next, or
the intended reference of attenuated expressions
(anaphors). So it is in S’s interest to produce se-
quences which are as predictable as possible and it
is in H’s interest to learn what patterns S is produc-
ing through repeated plays of the game. Accord-
ing to Shannon’s information theory, applied to
NL semantics by e.g. Dretske (1981), predictabil-
ity/high probability correlate inversely with infor-
mativity; so A’s task is tominimise the information
generated by each referring event. In a random se-
quence each item has equal probability. The more
organised the sequence, the more items have bet-
ter than chance predictability. Increasing levels
of optimisation require more planning effort and
memory allocation for S, while H can only take



advantage of this if a record is kept of previous
utterances (e.g., the previous clause or the entire
discourse).
We now sketch a framework for collaborative

reference resolution as a non-cooperative game
of incomplete information2, taking account of the
considerations outlined above. Non-cooperative
need not imply competition or conflict, rather that
players do not overtly coordinate their strategies,
and players have incomplete information as they
do not know what strategies other players fol-
low, perhaps even after the event. Players seek
to maximise utility and minimise costs, choos-
ing their strategies on the basis of expected util-
ity and expectations about other players’ strate-
gies. To capture the fact that not only do S and H
have conflicting preferences, but that each player
needs to balance competing costs and utilities, we
model dialogue participants as multi-agent sys-
tems, and dialogue as a multi-player game involv-
ing speaker agents text-planner P, RE generator
REG and hearer agents Reference Resolver RR
and Discourse Modeller DM. An optimal outcome
will then be a “Nash equilibrium” (Heap and Varo-
ufakis, 1995) where no player can improve their
payoff by unilaterally changing strategy, but all
references are successfully resolved.
The processing modules are schematically

described below, with very selective lists of
possible strategies listed in ascending (partial)
order of processing effort and/or memory costs.

Speaker perspective:
1. Planner/Content Determination (P): respon-
sible for organising input propositions into a text
structure, which may already be partially ordered
according to coherence relations; plan sentences
by e.g. choosing verb forms to realise preferred
order of arguments. Increased planning effort
will increase objective predictability of referring
events.
Random: Do nothing, resulting in a random or-

der of propositions and arguments within clauses.
Salient-Arg: Promote arguments within a

clause according to perceptual salience.
Align: Plan consecutive clauses to align
2A more detailed account with worked examples can be

found in (Kibble, 2003; Kibble, fthc).

salience rankings.
Global: Plan sequence of clauses to maximise

referential continuity, in addition to salience align-
ment.
2. Realiser (REG): generates appropriate refer-
ring expression to denote arguments of predicates.
Null: Do (almost) nothing: or personal pro-

noun
Short-NP: Reduced definite using a basic-level

predicate, such as the dog
Full-NP: Uniquely identifying definite the

small white poodle in the kennel
Hearer perspective:
1. Discourse Modeller: maintains a record of
entities mentioned in the discourse which will be
candidates for anaphora resolution:

: no record of discourse referents. Only ex-
plicit definites will be resolvable.
1-Cl Keep a one-clause buffer of focal referents
Center Model: retain salience-ranked list from

previous utterance marking which was most
salient in ; propose default referent for
Subj( )
Full DM: fully-structured discourse model in-

cluding salience-ranked history list, segmented to
reflect discourse structure.
2. Reference Resolver: responsible for identify-
ing referent of REs with an entity in the domain.
Default: Resolve to referent predicted by DM

(if available)
Search-DM: Search the discourse model con-

structed by DM
Search-Dom: Search the domain if no candi-

date found in the discourse model
Repair: Recovery strategies: reread the text; in-

ternally “replay” speech or query the speaker.
It should be clear from the preceding discussion

that the more effort P expends in constructing co-
herent plans, the more opportunities there will be
for REG to use reduced REs, and that RR’s suc-
cess in interpreting these with least effort will de-
pend on the work done by DM. We can visualise
these modules as a set of interlocking cogwheels:
as P and DM turn in one direction, REG and RR
will turn in the other.



Anaphora in the Centering Game
Following Shannon, the quantity of information

generated by an event (or surprisal) is a function
of its probability in context: log .
So for instance if all events are equally
likely then for any , log log

, or the number of binary decisions needed to
reduce to . Consider the schematic example
A B C; A C; ? D E, where , , etc are distinct
referents:

Assume:

then

So equating ? to A will have the smallest “inferen-
tial cost” for H. S saves effort on Referring Expres-
sion Generation (REG) by planning sequences
to minimise information generated by referential
events, allowing for use of non-informative or at-
tenuated expressions (pronouns, null string). Re-
solving anaphors requires Hearer to perform non-
monotonic inference. The preferred case is where
this involves the smallest possible quantity of in-
formation. The optimal state is where a refer-
ent is realised as an anaphor in clause only
if there is no other s.t. and
is not also realised as an anaphor in : in other
words the “lightest” RE must pick out the most
predictable referent. This is quite similar to Cen-
tering Theory’s Rule 1. And CT’s Rule 2 can be
reconstructed as follows: assuming that S and H
converge on a scheme of text organisation which
maximises predictability of reference, we may ex-
pect a grammatically-based salience ordering to
emerge along with a preference for continuity of
topics. It would follow that the rules and con-
straints stipulated by CT can in principle be elim-
inated in favour of general principles of rational
communication, as we surmised earlier, though we
may retain the terminology of CT for descriptive
convenience.
We can make this claim more precise: the in-

teraction of the modules listed above defines a
4-dimensional solution space, which is partially
mapped out in Figure 3. Each point marked O
identifies a partial equilibrium (solution) where

Planning/ 1 2 3
Modelling Modeller 1-Cl CM

1. Random O
Planner 2. Align O

3. Global O

Planning/ 1 2 3
RE Gen Realiser Null Short-NP Full NP

1. Random O
Planner 2. Align O

3. Global O

Modelling/ 1 2 3
Resolution Resolver Def S-DM S-Dom

1 O
Modeller 2 1-Cl O

3 CM O

RE Gen 1 2 3
Resolution Resolver Def S-DM S-Dom

1 Null O
Realiser 2 Short-NP O

3 Full-NP O

Figure 3: Aspects of a Referring Game

neither player can unilaterally increase their util-
ity by moving along the relevant axis. In terms
of coordinates , Centering
Theory in its classic form assumes that discourse
operates at a point close to : speakers
and hearers are assumed to be ideally rational co-
operative agents who put the maximum effort into
high-level tasks of planning and modelling so they
they can each minimise their efforts on the low-
level tasks of realisation and reference resolution.
A dialogue involving uncooperative speakers, who
do not plan ahead or align the order of nominal ar-
guments with salience in the common ground, is
represented by . An intermediate state
where speakers and hearers are prepared to be
cooperative but have conflicting claims on their
time and attention (bounded rationality) might fall
somewhere near .
There are two ways of looking at this model.



One way is to see it as a hypothesis about how two
rational agents might co-evolve a set of strategies
which enable them to communicate efficiently,
over repeated plays of a communication game. For
instance Agent A might start out by using gram-
matical salience to minimise the randomness of his
referring actions and Agent B would try different
salience rankings until she finds one that provides
the most reliable predictions about what A will re-
fer to next. Agent B may notice that A is using
pronouns and reduced definite NPs, so it is worth
her while to keep a record of what has been re-
ferred to in order to resolve anaphors. And so on.
On the other hand we could see the various solu-
tions as conventions in the sense of (Lewis, 1969).
A strategy which has successfully solved a coordi-
nation problem gives rise to expectations that this
strategy will be followed in future and thus be-
comes a precedent; A and B will follow the strate-
gies they have co-evolved when talking to C rather
than beginning a new process of mutual adapta-
tion.

5 Some Empirical Issues

The above reconstruction of CT rests on the as-
sumption that S and H will converge on a salience
ranking corresponding to grammatical oblique-
ness; however this assumption is challenged by
results discussed by Oberlander (1998) suggest-
ing that S and H have distinct preferences, with S
following a grammatical hierarchy when choosing
the topic of consecutive utterances while H seems
influenced by thematic roles in forming expecta-
tions of upcoming referring events.

(6) a. John gave the book to Bill so he . . .

b. John gave the book to Bill so John . . .

c. John gave the book to Bill so he . . .

d. John gave the book to Bill so Bill . . .

In continuation experiments, speakers prefer type
(a) when talking about John and type (d) when
talking about Bill, confirming CT’s predictions.
But in reading-time experiments, type (c) sen-
tences were processed faster than type (a), indi-
cating an effect of thematic roles. Since it has
so far proved difficult to reliably identify thematic

roles in naturally occurring text, the type of evi-
dence that can be brought to bear on this question
is rather limited and so I will regard “Oberlander’s
paradox” as a puzzle for CT rather than a stum-
bling block.

Assuming the mismatch is real, it points to a
deeper assumption: that S and H will both ar-
rive at the same subjective probability assessment
of the distribution of referents in a discourse and
that both will agree with the objective probabil-
ity which could be determined by corpus analysis.
Reasons why S and H may differ in their assess-
ments are firstly that owing to resource constraints,
each may only consider a small part of the dis-
course history and secondly, they may operate at
different levels of representation. For instance: if
P plans the sequence of referents in according
to their salience in the previously generated utter-
ance , the syntactic structure of is likely
to be more accessible to P than its semantic rep-
resentation. However when DM calculates the ex-
pected referents in according to salience in the
previously interpreted utterance it is more
likely that the semantic representation of will
be retained and salience for H will depend on the-
matic rather than grammatical roles. We assume
therefore that it is more costly for S to retrieve the
underlying semantics of the immediately preced-
ing utterance, and for H to reconstruct the syntac-
tic structure. These operations, though costly, are
available for repair strategies in case of failure of
anaphora resolution. This hypothesis is consistent
with the differing preferences of S and H noted
by Oberlander (1998), while its formulation relies
on the game-theory framework we propose. The
question remains however, why H would continue
to operate with a salience ranking which seems or-
thogonal to the ranking actually used by S. What
follows is a conjecture: it may be reasonable to as-
sume that H learns a thematically-based salience
ranking as long as there is a significant positive
correlation between the distributions of grammat-
ical and thematic roles, so that predictions based
on thematic roles have a better than chance prob-
ability of being correct. Again, evaluation of this
conjecture will require progress in the reliable an-
notation of thematic roles in text.



There is also an assumption underlying CT that
S and H share a model of the common ground:
S will only make grammatically salient reference
to entities which are known to be salient to H.
This assumption is undermined by the findings
of (Branigan et al., 2003) who conducted exper-
iments using task-based dialogues between pairs
of subjects, where the knowledge states of the
speaker and addressee were manipulated indepen-
dently. They found that speakers tended to re-
produce a Given-New ordering in their utterances,
but only with respect to the speaker’s knowledge:
items which were New to the hearer would be ref-
erenced more saliently than hearer-Given items if
they were Given for the speaker. Branigan et al.
are cautious about drawing more general lessons
from these experiments owing to the relatively
simple nature of the hearer’s task. However there
are two points worth considering in relation to the
model outlined above: firstly “salience” has to
take account of the visual field and other percep-
tual sources as well as the discourse history; sec-
ondly, this is further evidence that speakers and
hearers can have misaligned internal models, and
yet communication proceeds. The framework I
have outlined allows these mismatches to be mod-
elled, and the study of these kinds of asymmetry
may turn out to be more revealing in the long run
in the study of human communication than adher-
ence to theories which assume perfect alignment.

6 Acknowledgements

This work has been presented, in various stages
of development, at the ITRI Seminar, University
of Brighton; the 5th International Workshop on
Computational Semantics, University of Tilburg;
and the ICCS Seminar, University of Edinburgh.
I’m grateful to the participants in these events for
much useful feedback.

References
David Beaver. 2003. The optimization of discourse
anaphora. Linguistics and Philosophy. To appear.

R. Blutner. 2000. Some Aspects of Optimality in Nat-
ural Language Interpretation. Journal of Semantics,
17:189–216.

Holly Branigan, Janet McLean, and Hannah Reeve.
2003. Something Old, Something New: Addressee
Knowledge and the Given-New Contract. In Pro-
ceedings of CogSci 2003, Boston.

Susan Brennan, Marilyn Walker Friedman, and Carl
Pollard. 1987. A centering approach to pronouns.
In Proceedings of 25th ACL.

Adam Buchwald, Oren Schwartz, Amanda Seidl, and
Paul Smolensky. 2002. Recoverability Optimal-
ity Theory: Discourse Anaphora in a Bi-directional
Framework. In EDILOG 2002: Proceedings of the
sixth workshop on the semantics and pragmatics of
dialogue.

Fred Dretske. 1981. Knowledge and the Flow of Infor-
mation. MIT Press. Reissued by CSLI Publications,
Stanford, 1999.

Barbara Grosz, Aravind Joshi, and Scott Weinstein.
1995. Centering: a framework for modelling the
local coherence of discourse. Computational Lin-
guistics, 21(2):203–225.

K. Hasida, K. Nagao, and T. Miyata. 1995. A game-
theoretic account of collaboration on communica-
tion. In Proceedings of the First International Con-
ference on Multi-Agent Systems.

Shaun P. Hargreaves Heap and Yanis Varoufakis. 1995.
Game Theory: A Critical Introduction. Routledge,
London and New York.

Rodger Kibble and Richard Power. 2000. An inte-
grated framework for text planning and pronominal-
isation. In Proceedings 1st International Natural
Language Generation Conference, Mitzpe Ramon,
Israel.

Rodger Kibble. 2003. Both sides now: Predictive ref-
erence resolution in generation and interpretation.
In Proceedings of the 5th InternationalWorkshop on
Computational Semantics, Tilburg.

Rodger Kibble. fthc. Centering Games. MS, in prepa-
ration. Department of Computing, Goldsmiths Col-
lege, University of London.

David Lewis. 1969. Convention: A Philosophical
Study. Blackwell, Oxford.

John J. McCarthy. 2002. A Thematic Guide to Opti-
mality Theory. Cambridge.

John Oberlander. 1998. Do the right thing. Computa-
tional Linguistics, 24(3):501–507.

Robert van Rooy. 2003. Relevance and Bidirectional
OT. In R. Blutner and H. Zeevat, editors, Pragmat-
ics in Optimality Theory.



Analysing Bids in Dialogue Macrogame Theory
using Discourse Obligations

Jörn Kreutel
SemanticEdge, Berlin

joern.kreutel@semanticedge.com

William C. Mann
SIL

bill mann@sil.org

Abstract

We focus on a class of utterances that can
be analysed as ’explicit game bids’ in Dia-
logue Macrogame Theory (DMT). We pro-
pose an update-semantics analysis that uses
discourse obligations to model the observ-
able behaviour of dialogue participants and
that is able to generate the intentional struc-
ture of interactions assumed in DMT. We
also claim that our analysis provides the base
for reformulating some key aspects of ILLO-
CUTIONARY FORCE in terms of BIDDING.

1 Overview
In recent years, research in the field of dialogue the-
ory has been concerned with providing formal analy-
ses of a wide range of phenomena. These range from
elaborating the basic functioning of questions and an-
swers in dialogue (see (Ginzburg, 1997), (Asher and
Lascarides, 1998), (Larsson, 1998), (Bos and Gabsdil,
2000)) to investigations of indirect language use (e.g.
(Asher and Lascarides, 2001)). Among the analytic
frameworks, two have been highly influential. They are
the extension of discourse representation theory known
as SDRT (Asher and Lascarides, 2003), and the IN-
FORMATION STATE UPDATE APPROACH proposed by
the members of the TRINDI consortium (Traum et al.,
1999). Both approaches can be seen as employing a
notion of SPEECH ACT (see (Austin, 1962), (Searle,
1969)) for analysing the contributions of dialogue par-
ticipants (DPs). SDRT focuses on the fact that speech
acts in a dialogue context can be seen as expressing
RHETORICAL RELATIONS. The TRINDI approach,
on the other hand, decomposes speech acts into DIA-
LOGUE ACTS of a higher granularity that may operate
on various levels of information structure (Poesio and
Traum, 1997).

Even though both frameworks have worked out an
abundant repertoire of rhetorical relations and an ex-
tensive taxonomy of dialogue acts (Poesio and Traum,
1998), respectively, there is a whole class of utterances
which has not been given sufficient attention by the re-
spective theories – in spite of the fact that their anal-
yses allow for insightful generalisations. This class is
exemplified by the initial utterances in the following
interactions:1

(1)
I[1]: Do you know what happened at last

night’s party?
R[2]: Sorry, I am not interested in gossip.

(2)
I[1]: Have a recommended roll rate for this

PTC, if you could copy.
R[2]: All right. Go ahead.

(3)
I[1]: I have a question about the patient in room

101.
R[2]: Please ask the doctor.

(4)
I[1]: May I suggest something to you for solv-

ing your money problems?
R[2]: Ok. What do you think?

What is common to these dialogue fragments is that
the utterances I[1] in (1)-(4), rather than being ‘full-
fledged’ assertions, questions or suggestions, actually
are ‘preparatory moves’ for these kinds of speech acts.
What they do – in Austin’s terms – is express a proposal
directed at their addressees to engage in a (sub)dialogue
that deals with an assertion, question, or suggestion, the
content of which is left partially unspecified. Whether
the content will be presented – and whether thus the
actual speech act that was meant to be prepared for will
be performed or not – will depend on the acceptance or
rejection of the proposal on the part of the addressee.
On the other hand, once a proposal has been ac-

cepted, both the initiator of the proposal and the ad-
dressee will be committed to act accordingly, e.g. in

1see http://www-rcf.usc.edu/ billmann/dialogue/

ap13d2-view.pdf for (2)



the case of (4) to make a suggestion and to respond to
it, respectively. Hence, the following dialogues do not
constitute consistent continuations of (4):2

(4 )

I[1]: May I suggest something to you for solv-
ing your money problems?

R[2]: Ok. What do you think?
I[3]: Sorry, let’s talk about something else.

(4 )

I[1]: May I suggest something to you for solv-
ing your money problems?

R[2]: Ok. What do you think?
I[3]: How about a smaller flat?
R[4]: Sorry, I don’t want to talk about that stuff

now.

In this paper, we will propose an analysis of these
examples along the lines of DIALOGUE MACROGAME
THEORY (DMT, see (Mann, 2002)), in which the ini-
tial utterances of the fragments can be classified as ‘ex-
plicit game bids’. We will provide an account of the
DMT notion of BID in an update-semantics framework
that employs DISCOURSE OBLIGATIONS (Traum and
Allen, 1994) to express predictions and constraints with
respect to the expectable behaviour of dialogue partic-
ipants at each stage of an interaction. This way, we
will show that instances of the interactional patterns
(‘macrogames’) that DMT defines in terms of inten-
tional structure can be seen as being the result of a
successfully completed bidding process. On the other
hand, we will argue that our analysis provides an alter-
native perspective on the class of examples that is most
prominent in speech act related research, i.e. asser-
tions, questions, requests and other types of speech or
dialogue acts. We will see below that if we view these
actions as bids, we may be able to refine the widely
used idea of ILLOCUTIONARY FORCE (see (Austin,
1962)) in a way close to the one proposed in (Haber-
mas, 1981).

2 Explicit Game Bids
Here, we will provide an analysis of the initial utter-
ances in the above examples as explicit game bids in
DMT.Wewill first give a very brief overview of DMT’s
basic assumptions and will then show how bidding and
its effects can be modelled by means of information
state update rules using discourse obligations.

2.1 Dialogue Macrogame Theory
Dialogue Macrogame Theory (Mann, 2002) 3 is a de-
scriptive framework for dialogue analysis and annota-
tion. In contrast to other approaches to dialogue that

2 An inconsistency of this kind may, however, not result
in a complete breakdown of the interaction, but will rather
trigger repair.

3see also http://www-rcf.usc.edu/ billmann/

dialogue/dtsite.htm

involve the notion of ‘game’4, be it ‘language game’ or
‘conversational game’ (e.g. (Eklundh, 1983), (Levin-
son, 1983), (Lewin, 1998)), DMT does not make any
prescriptions with respect to how the MOVEs that con-
stitute a game are actually realised and whether there
are ‘preferred’ or ‘dispreferred’ sequences of moves for
certain games. Instead, DMT defines different types of
MACROGAMES exclusively in terms of conditions on
the participants’ intentions. DMT assumes that each
macrogame can be defined by a set of three intentions
that consists of an intention of the initiator of the game,
an intention of the responder5 and a joint intention.
DMT regards macrogames as conventions of the lan-
guage of the dialogue, and therefore allows the pos-
sibility of cultural variations. As two of the original
DMT game definitions in figure 1 show, a game6 con-
sists of a TYPE, e.g. IS, IR, etc., and a content , the
PARAMETER, which is referred to with expressions like
‘the information’.
DMT further assumes that both the initialisation and

the termination of a macrogame in an actual conversa-
tion can be described – metaphorically – in terms of
a ‘negotiation’ process that involves a BID on the part
of one DP7 and a POSITION TAKING on the bid on the
part of its responder, which may result in either an AC-
CEPTANCE or a REJECTION of the bid. As far as game
initialisation is concerned, the result of an acceptance
of a game bid is, in DMT’s terms, the COMMITMENT
by each DP to their assigned portions of the intentions
that define the game that has been bid.8 DMT thus pro-
vides the distinctions needed to model the consistency
of a sequence of utterances in an interaction by means
of the DPs’ commitments to the intentions that are ex-
pressed and accepted. Hence the example (4 ) above
would be classified as inconsistent because of a mis-
match between the intention to which R is committed
due to their acceptance of I’s game bid in R[2] and their
behaviour in R[4].

4see (Wittgenstein, 1953) for the origins of the use of this
term in language related research

5We will use the DMT term ‘responder’ rather than ‘ad-
dressee’ in the remainder of this paper

6we use ‘game’ as a synonym for ‘macrogame’
7As far as bids for initialising a game are concerned, the

bidder will be the initiator from the game definitions. Bids
for termination can be made by any of the DPs.

8In addition to macrogames, DMT introduces the notion
of UNILATERALS, which are actions on the part of one DP
that do not involve collaboration or joint goals, e.g. acknowl-
edgements, exclamations and several kinds of politeness acts.
Note that recognition of whether a bid of a macrogame has
been made or whether an action was actually a unilateral is
sometimes complex. This paper uses simplifying assump-
tions that all bids are recognised as bids, that all bids are cor-
rectly identified with macrogames, and that no unilaterals are
present.



Name of Game Joint Intention Intention of Initiator (I) Intention of Responder(R)
Information Seeking (IS) I knows the information

that is sought
I identifies the informa-
tion that is sought

R provides the information
that is sought

Information Offering
(IO)

R comes to know the in-
formation that is offered

I provides the informa-
tion that is offered

R identifies the information
that I has provided

Figure 1: examples of macrogames

It is evident that the DMT notion of BIDDING pro-
vides quite an intuitive account of the examples re-
ferred to in the introduction, particularly because it al-
lows us to classify the initial utterances of the dialogue
fragments (1)-(4) as EXPLICIT GAME BIDS, which are
a subclass of PARTIAL GAME BIDS, i.e. bids that leave
either the type of game or its content (the ‘parame-
ter’) partially unspecified. In DMT, however, all details
about the bidding process are left informal, in particu-
lar the issue of how to model the notion of the DPs’
commitment to an intention and the way it is brought
about. The following sections will therefore provide
an account of DMT bidding that draws on – and at the
same time further refines – established ideas about the
functioning of DISCOURSE OBLIGATIONS in dialogue.
It further uses Raimo Tuomela’s model of JOINT IN-
TENTION FORMATION (Tuomela, 1998).

2.2 Discourse Obligations
The idea to use discourse obligations in dialogue mod-
elling was first raised by David Traum and James Allen
in (Traum and Allen, 1994) and was meant to pro-
vide an intuitive analysis of examples like the following
ones:

(5)
I[1]: Did Pete drive here?

R[2a]: I don’t know.
R[2b]: I don’t want to talk about that.

Here, a purely intention-based account of interac-
tions cannot explain why dialogue participants respond
in situations where they are unwilling or unable to
adopt the speaker’s intentions. An obligation-driven
approach, in contrast, predicts R’s behaviour in R[2a/b]
appropriately by assuming that participants in a dia-
logue are socially obliged to respond in some manner,
even if their own intentions are not advanced by re-
sponding. This does not mean, however, that intentions
are discarded as action triggers. What is modified in
contrast to standard intention-based approaches is only
the process by which an intention is brought about. In-
stead of assuming that a responder’s intention is created
by cooperative adoption of an equivalent intention of a
speaker, an obligation-driven model makes the follow-
ing assumption:

OBLS-INTS
An intention to respond in a particular way is the re-
sult of trading off the fact that there is an obligation to

respond against one’s private intentions, goals, prefer-
ences and capabilities. What kind of response will be
given in the end clearly depends on this trade-off.

Based on this starting point given in (Traum and
Allen, 1994) and subsequent work (e.g. (Poesio and
Traum, 1997)) the following sections will provide an
analysis of explicit bids that assumes obligations at var-
ious levels of information structure in dialogue.

2.3 An obligation-based Model
for Explicit Bids
Here, we will provide an analysis of explicit game bids
that is based on the use of discourse obligations in a
simple information state update model. We will first
give an informal outline of how DMT’s assumptions
about the intentions of I and R can be expressed in this
framework and will then discuss the issue of modelling
the joint intention distinctive for the macrogames.

2.3.1 Obligations and the
Intentions of I and R
As for the effect an explicit game bid has at a given

stage of an interaction, we assume, first of all, that the
fact that a game bid has been made can be decomposed
in the following way:

UPDATE.BASE

1. I has bid a game of a certain type
2. I has partially specified the content9 of
3. R is obliged to take a position on I’s bidding

A bid thus results in both I and R changing their
view of the discourse situation such that it records the
above events. Leaving aside problems of misunder-
standing at any level of linguistic structure, we assume
that 1.-3. above can be considered part of the COMMON
GROUND of the participants. The leftmost discourse
representation structure (DRS)10 in Figure 2 shows the
effect of applying UPDATE.BASE for I[1] in example

9As this paper provides an ‘outsider view’ on DMT, we
keep on using common terms like ‘content’ instead of the
DMT terms like ‘parameter’. In a longer version of the paper,
which will be available on a website, we will further define
these and other key terms and clarify their scope compared
with other people’s use of the same or related terms.

10see (Kamp and Reyle, 1993) for the basics of DIS-
COURSE REPRESENTATION THEORY
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Figure 2: Effect of the Update Rules for Example 3

(3) above,11 where the root DRS stands for the common
ground and the embedded DRS (to which we will refer
as ) stands for the DRS that holds the actual content
of the bid. Note that whereas the fact that a bid has been
made belongs to the DPs’ common ground, , which
expresses what is actually being bid, is not grounded,
but is in the scope of a modal operator, represented here
as . Adhering to proposals in (Kreutel and Matheson,
2002), we assume that this modality can, in a first ap-
proximation, be defined as the initiator’s belief that the
bid may be accepted by the responder. 12
Given the knowledge about the type of game that has

been bid, the identification of the initiator and the re-
sponder, and finally about the (partial) content of the
bid, it is possible to introduce obligations via applying
a further set of update rules that result in the content of
the bid being extended with:

UPDATE.OBLS

1. An obligation on the initiator to specify the con-
tent of the game enough so that it can be pursued
by R and I.13

2. An obligation on the responder that specifies a re-
sponse specific to the type of game that has been
bid

We propose to model the obligation on the initia-
tor as the obligation to actually present the content the

11At this stage of our project, we will not commit to any
of the established update-semantics frameworks for dialogue
– be it SDRT (Asher and Lascarides, 2003) or the TRINDI
framework (Poesio and Traum, 1997) – and will therefore
not provide a spelled out truth conditional semantics for the
employed constructs. Nevertheless, as we make use of es-
tablished expressive means, we assume that a full formali-
sation will in principle be possible in either of the models
mentioned.

12Note further that contains a CATAPHORIC discourse
referent, , which cannot be resolved at the depicted states
in the interaction, but which requires a continuation of the
dialogue comprising I’s specification of what it exactly is that
shall be subject of the information seeking game.

13hence to provide a referent for the cataphoric discourse
referents in the example structures

game shall deal with. As far as the obligations on the
responder (R) is concerned, we assume that for IO and
IS they can be spelled out as the obligations to AD-
DRESS the assertive content of the information offer
(e.g. by questioning or accepting the content), and to
provide an ANSWER that resolves the content of the
request for information, respectively.14 As the obli-
gations will be added to , they will not be consid-
ered as belonging to the DPs’ common ground, hence
they will be pending until the bid has been accepted.
In figure 2, the DRS in the middle shows the result
of applying UPDATE.OBLS on top of the initial state,
given these assumptions about the obligations associ-
ated with the IS macrogame.
The effect of accepting a bid can, finally, be sum-

marised as follows and is represented by the rightmost
DRS in figure 2 for a presumed positive response of R,
e.g. ok, to the initial utterance I[1] in the example dia-
logue (3):15

ACCEPT-BID
Acceptance of a bid results in the content of the bid16
being added to the common ground of the DPs.

Having the content of a bid, as proposed, actually in-
clude the obligations on I and R that are specific to the
game that has been bid provides an intuitive account of
the fact that position taking on the bid involves consid-
ering the consequences that may result from an accep-
tance of it on the part of R. From the judgement on R’s
willingness, capacity, and – as in the case of (3) their
being entitled to satisfy the obligation – may then re-
sult a positive or negative response. On the other hand,
as far as R’s intention according to the original DMT
definitions is concerned, it can be assumed to be trig-
gered by the game’s specific obligation on R following
a positive outcome of trading-off the obligation against

14The other games can be spelled out in comparable ways.
15the MERGING of the content of with the one of the

root DRS could be formally modelled following the proposals
in (Poesio and Traum, 1997)

16i.e. in the example analysis in figure 2



their private mental state, as it is assumed in the stan-
dard obligation-driven approach according to the rule
OBLS-INTS above. In the same way we can assume
that the initiator’s intention to perform their part in a
game is triggered by their knowledge of I’s obligations
associated with that game. One can assume that inten-
tion formation for I will normally take place before I
starts the bidding process. However, I will be obliged
to act accordingly only after the bid has been accepted
by R.
Note that this analysis of explicit game bids instanti-

ates the update rule proposed for OFFER in (Poesio and
Traum, 1998), in so far as the latter introduce a condi-
tional that formulates the dependency of obligation in-
troduction on the responder’s acceptance of the offer. 17
Poesio and Traum, however, describe offering in the
generic sense of ‘offering an action’ and only assume
an obligation on the initiator of the offer. Our notion
of game bid, in contrast, models the specific ‘offer of
a dialogue act’, the update effect of which comprises
not only a further obligation on the responder, but also
results – as we will outline in the following section – in
a joint obligation on both DPs.

2.3.2 Obligations and the Joint Intention
In the previous section, we reformulated DMT’s as-

sumptions about the private intentions of the initiator
and the responder of a game drawing upon the EVOCA-
TIVE18 effect of a dialogue move, in which the raising
of an obligation can be seen. Here, DMT’s informal
notion of a DP’s ‘commitment to an intention’ could
be modelled in terms of the DP being obliged to per-
form an action (or a course of actions) that will result
in the satisfaction of the respective intention. As far
as the formation of the joint intention associated with
a game and the corresponding obligations on I and R
are concerned, on the other hand, we will propose an
analysis that is based on the EXPRESSIVE content of
an utterance and that instantiates the generic model of
joint intention formation developed by Raimo Tuomela
(Tuomela, 1998); such joint intentions strongly resem-
ble the ones formulated so far for macrogames.
Tuomela’s model follows a ‘bulletin board view’ of

the intention formation process, which is seen to be
triggered by an initiator’s public proposal to engage

17(McRoy and Hirst, 1995), on the other hand, require the
assumption of additional ‘linguistic expectation rules for ad-
jacency pairs’ in order to motivate the actual ‘telling’ that
normally follows a ‘pre-telling’ action like the ones in (1)-
(4). With respect to this, the attractiveness of using obliga-
tions lies particularly in the fact that they can be intuitively
associated – in our case – with the act of bidding and do not
require the assumption of further expressive means to recon-
struct the rule-governed behaviour of DPs.

18our use of the terms EVOCATIVE and EXPRESSIVE fol-
lows the proposals in (Allwood, 1995)

in joint action. Whether both DPs become committed
to the appropriate joint intention will then depend on
sufficient uptake on the part of the addressees of this
proposal and on all participants’ knowledge about each
other’s uptake. Tuomela remarks that this knowledge
is based on ‘communication’, hence it is the initiator’s
and the responder’s effectively conveying their willing-
ness to engage in the joint action that is the base for
assuming that their actions will actually be guided by
a joint intention. On the other hand, from the public
expression of one’s agreement with a proposal for joint
action there will further result the obligation on the par-
ticipants to execute the joined action agreed upon, once
the intention formation process has been successfully
completed.
In the update framework outlined in the previous sec-

tion, Tuomela’s model of intention formation can be
instantiated by assuming that
JOINT-INTS

1. Game bids express the initiator’s intention to par-
ticipate in a joint action that is meant to bring
about the accomplishment of the ‘joint goal’ as-
sociated with a game in DMT, which may be an
action, outcome, or plan

2. The acceptance of a bid by a responder R ex-
presses the latter’s intention to participate in that
joint action

3. Given R’s acceptance of a bid, we can infer that
a joint intention exists to perform the joint action
proposed in 1. And that

4. There is an obligation on I and R to adhere to the
content of that joint intention

Note that the joint obligations introduced by UP-
DATE.OBLS, on the one hand, and the ‘individual’ ones
inferred via JOINT-INTS as outlined in the previous
section, on the other hand, can be seen as expressing
different levels of COOPERATION: hypothetically, the
DPs may act in a way that is compliant with the indi-
vidual obligations on I and R according to the game’s
definitions and yet not comply with the joint obligation
– even though in bidding and accepting a bid they pre-
tend to do so.19 Under this assumption, whereas only
the DPs’ adherence to the joint goal of a macrogame
can be seen as ‘full cooperation’, their mere fulfilling
the individual obligations of acting and responding to
each other in a certain way is characterised by a lower
level of cooperation. Here, even though the conver-
sation may be driven forward in a regular and consis-
tent manner, it may eventually not result in a successful
macrogame.
We consider it as a strength of the obligation-based

approach that it provides a unique expressive means in
19This case shows that our framework, apart from allowing

discrete degrees of cooperation, is able to touch on SINCER-
ITY, a connection which we will not develop here.



terms of which varying degrees of cooperation, which
have been described, e.g., in (Allwood et al., 2000),
can be formulated. Following proposals in (Kreutel and
Matheson, 2001), we further see the possibility to ap-
ply our model in an analysis of Habermas’ (Habermas,
1981) concept of STRATEGIC ACTION, which can be
seen as an instance of an interaction type that is char-
acterised by a mismatch between an overt cooperation
in actions and responses, on the one hand, and an un-
derlying conflict of the DPs’ intentions, on the other.

3 Towards a Generalisation:
Bids and ‘Speech Act Offers’
In the previous sections, we have demonstrated that
the structure of interactions described by Dialogue
Macrogame Theory can be formulated using update
rules for information states and discourse obligations –
both individual and shared ones – as expressive means.
With respect to the linguistic data, our model provides
an intuitive account of the class of utterances that we
called ‘explicit game bids’ and that were exemplified
by the examples (1)-(4) in the introduction. In particu-
lar, our use of obligations predicts why cases like those
in (4 ) and (4 ) are inconsistent continuations of a dia-
logue initiated by an explicit bid.20 As far as the scope
of our model of bidding is concerned, we claim that
our analysis covers not only explicit game bids like the
ones discussed, but also the possibly much more fre-
quent cases of utterances, for which I[1] in the follow-
ing dialogue provides an example:

(3 )
I[1]: Has the patient in room 101 recovered

from the surgery?
R[2]: Please ask the doctor.

These cases are actually the ones which traditionally
have been constituting the scope of speech act theory
and subsequent dialogue research, and which have been
investigated with respect to what a DP does when ut-
tering something like I[1] above. Given our analyses in
this paper, it seems appropriate to us is to assume that
I[1] in (3 ) expresses a bid directed at R to engage in an
IS macrogame. At the same time, I provides the content
of the game which in the case of an explicit bid as in
(3) was said to be partially unspecified or not specified
at all. However, both as far as the obligations on R are
concerned and with respect to its consequences for the
process of joint intention formation the update effect of
I[1] above will be equivalent to the update effect of an
explicit game bid.

20Given a modest effort, we believe that this development
could be extended to the other five game management acts of
DMT, i.e. ACCEPT-BID, REJECT-BID, BID-TERMINATION,
ACCEPT-TERNINATION and REJECT-TERMINATION.

Given these findings, we see the possibility to gener-
alise our analysis of explicit game bids towards a cover-
age of other types of speech acts or dialogue acts. From
this extended perspective, bidding can be analysed as
constituting a major part of what has been described as
the ILLOCUTIONARY FORCE of those acts: the act of
ASKing, for example, can be seen as the act of bidding
the opening of a (sub)dialogue – or macrogame – in
which the DPs deal with what is actually being asked.
However, rather than being responded to with an an-
swer, in a given context – e.g. as in (3 ) above – an
ASK act may equally elicit a response that makes the
action of asking appear problematic in this context. It
is the notion of bidding that provides the background
for seeing dialogue acts, hence, as actions of a speaker
directed at a responder who is required to take position
on what the speaker is doing in order for the action to
have an effect on the continuation of the dialogue.
This particular characteristic of actions in dialogue

has been described by Jürgen Habermas(1981) as the
raising of VALIDITY CLAIMS that need to be evaluated
by the responder with respect to the three dimensions
of propositional TRUTH, expressive TRUTHFULNESS21
and normative RIGHTNESS. In Habermas’ terms, an ac-
tion like I[1] in the above example can be conceived of
as a SPEECH ACT OFFER which will be either accepted
or turned down by the responder, where a rejectionmay
follow (at least) one of these dimensions for argumen-
tation, as exemplified by R[2a]-R[2c]:

(3 )

I[1]: Has the patient in room 101 recovered
from the surgery?

R[2a]: He hasn’t had any surgery so far.
R[2b]: Haven’t you just seen him?
R[2c]: Please ask the doctor.

As these dialogues show, the claims for truth and
truthfulness include the claim of satisfaction of seman-
tic presuppositions and the claim that I’s primary inter-
est is finding out something about the state of health
of some patient, respectively. R[2a] and R[2b] then
demonstrate how these claims can be rejected, given
an appropriate context. R[2c], on the other hand, pro-
vides an example for a rejection of the rightness claim
involved in the performance of I[1]. In the proposed
formalisation of DMT bidding outlined in the previ-
ous sections of this paper, a response like R[2c] can
be modelled by assuming that R will reason over the
obligations on I and R that would result from an accep-
tance of I[1]. Here, R would be obliged to provide an
answer to I’s question, which may result in a conflict
with the rights and obligations R actually has towards I
in the given circumstances, hence with R’s and I’s so-
cial ROLES. In consequence, R’s reasoning provides

21which resembles SINCERITY mentioned in a footnote in
section 2.3.2



the grounds for rejecting I[1] by questioning the right-
ness of I’s question.
Our analysis of (3 ) is meant to demonstrate that

Habermas’ notion of speech act offers and the DMT
concept of bidding are based on a highly similar view
of the nature of actions in dialogue, the adequate de-
scription of which requires an interactive model involv-
ing an ‘initiator’ and a ‘responder’ – rather than an
‘agent’ and a ‘patient’. In particular, a reformulation
of bidding in terms of obligations can be considered a
promising approach towards a more formal account of
Habermas’ intuitions about the rightness claim, which
(Habermas, 1981) exemplifies using a dialogue initi-
ated by a request.22 We acknowledge that for an infor-
mal notion of ‘rightness’ the universality of this claim
seems to be difficult to grasp,23 particularly for actions
like assertions or questions. Following our model of
DMT, however, the introduction of specific obligations
on the participants in a dialogue can be seen as a uni-
versal property of a wide range of actions24. On this
base, ‘rightness’ can be formalised as a matching be-
tween the obligations associated with an action and the
actual roles of the DPs. 25 How ‘roles’ need to be con-
ceived of and how the nature of this matching needs to
be thought of – e.g. whether it can be described along
the lines of formal accounts of PRESUPPOSITION (e.g.
(van der Sandt, 1992)) – is an important subject for fur-
ther research.

4 Conclusions
In this paper, we have proposed a set of update rules
that allow us to generate the structure of interactions
described by Dialogue Macrogame Theory. A central
role in our model is given to the use of discourse obli-
gations, which are claimed to have a determinant effect
on the DPs’ acting in several respects. On the one hand,
any game bid introduces an obligation on the respon-
der to take position on the bid, hence to express either
their acceptance or rejection of the bid. The content
of a bid, on the other hand, can be seen as comprising

22Please bring me a glass of water directed by a Professor
towards one of their students

23(Goldkuhl, 2000), e.g., remarks that a definition of
‘rightness’ in terms of ‘adherence to social norms’ has dif-
ficulties in capturing other aspects like ‘appropriateness’, and
he therefore proposes to extend Habermas’ original repertoire
of three validity claims.

24In DMT terms, all actions apart from unilaterals
25This amounts to seeing ‘concordance to social norms’ as

a moral conformity to what a society regards as appropriate,
clean, holy, noble, etc. Roles can be seen as the objectivation
of these ideas at various levels of social organisation. It is,
hence, conceivable that role-based and moral-based attribu-
tions of rightness use all and only the same axioms, and only
differ in the starting points

further obligations on the initiator and responder of the
game that depend on what type of game is being bid.
Once a bid has been accepted, these obligations will
be added to the common ground of the discourse par-
ticipants and are prescriptive for their subsequent ac-
tions.26 Any way of acting that is not compliant with
these obligations will result in an inconsistent dialogue
flow. Further, we have shown that a joint obligation on
the DPs to contribute to the achievement of the goal of
a macrogame can be introduced via an augmented vari-
ant of Tuomela’s model of joint intention formation in
our update framework. The different types of obliga-
tions could further be interpreted as being associated
with different levels of cooperation in dialogue.
Finally, we have demonstrated that our account of

bidding not only covers explicit game bids, exemplified
by the dialogues (1)-(4), but can be generalised and ap-
plied to those instances of speech acts or dialogue acts
which have formed a main focus of investigation, so far.
We could argue that our notion of game bid and Haber-
mas’ concept of speech act offer can be seen as closely
related to each other and that, hence, our formalisation
of bidding could serve as a starting point for clarify-
ing unresolved issues in Habermas’ model of validity
claims. The proposed analysis of bidding thus provides
the base of a universal account that allows us to refor-
mulate some key aspects of illocutionary force in terms
of the framework provided by Dialogue Macrogame
Theory.

References
Jens Allwood, David Traum, and Kristina Jokinen.
2000. Cooperation, dialogue and ethics. Interna-
tional Journal of Human-Computer Studies, 53.

Jens Allwood. 1995. An activity based approach to
pragmatics. Gothenburg Papers in Theoretical Lin-
guistics, 76.

Nicholas Asher and Alex Lascarides. 1998. Questions
in dialogue. Linguistics and Philosophy, 23(3).

Nicholas Asher and Alex Lascarides. 2001. Indirect
speech acts. Synthese, 128.

Nicholas Asher and Alex Lascarides. 2003. Logics of
Conversation. Cambridge University Press.

John L. Austin. 1962. How to do Things with Words.
Oxford.
26These obligations thus can be seen as giving rise to what

in the framework of (Habermas, 1981) is called ‘commit-
ments relevant for the continuation of an interaction’ which
result from accepting a ‘speech act offer’.



Guido Boella, Rossana Damiano, Leonardo Lesmo,
and Liliana Ardissono. 1999. Conversational coop-
eration: the leading role of intentions. In Amstelog
99, the 3rd Workshop on the Semantics and Prag-
matics of Dialogue. University of Amsterdam.

Johan Bos and Malte Gabsdil. 2000. First-order in-
ference and the interpretation of questions and an-
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Abstract

There is no one-to-one relation be-
tween referential terms and types of ac-
cess to the referents (referring modes)
in multimodal human-computer interac-
tion. We propose a classification of
referring modes implying sub-contexts.
We describe in detail the nature of these
contextual subsets and we show their
importance for each type of referring ac-
tion. Then we define a relation between
terms and modes, and we deduce a list of
disambiguation principles for the com-
putation of referential terms in order to
identify the correct referring mode, the
correct sub-context, and the correct ref-
erent.

1 Introduction

Many linguistic, pragmatic, and philosophical
works deal with referring phenomena. For ex-
ample, see (Karmiloff-Smith, 1979) or (Corblin,
1987) for a systematic linguistic approach to
French referring phenomena, (Sperber and Wil-
son, 1995) or (Reboul and Moeschler, 1998) for
a pragmatic approach, and (Récanati, 1993) for
a philosophical work. Two points of interest are
the linguistic form of the referring expression (the
‘referential term’) and the interpretation process
(the ‘referring mode’). Proper names, definite de-
scriptions like “the red triangle,” indexicals like
“that,” complex demonstratives like “this red trian-
gle,” are examples of referential terms. Direct and

indirect access to the referent, specific and generic
interpretation (“a triangle has three sides”) are ex-
amples of referring modes.

From a computational point of view, no defini-
tive link can be established between the referential
term and the referring mode. The same referential
term can be interpreted in several ways, the am-
biguity lying in the multiple possible choices of
referring mode (Reboul and Moeschler, 1998). In
order to resolve the reference, a dialogue system
has to be aware of the possible ambiguities (Beun
and Cremers, 1998) and has to choose the relevant
hypothesis.

In this paper we focus on the nature of these
ambiguities, taking as a guide the notion of ‘ref-
erence domain.’ A reference domain is a struc-
tured sub-context in which the reference occurs.
For example, “this red triangle” associated to a
pointing gesture refers to a particular triangle in
a domain including several red triangles. The con-
trast conveyed by the demonstrative determiner is
then justified by the presence in the domain of
at least another, not-focused, red triangle. The
notion of reference domain is useful, first to ex-
ploit all the components of the referential term
(determiner, category, modifiers, spatial informa-
tion), second to take implicit attentional phenom-
ena into account. For example, if the user refers to
“these triangles” when pointing out two triangles
in a salient group of three similar triangles (see
the Figure 1), reference domains may be useful to
identify the ambiguity between referring to two or
three triangles. As the visual scene includes two
strong perceptual groups, one on the left and one



on the right, the contrast conveyed by the demon-
strative can apply between these two groups, or
between the pointed triangles and the third one.
The reference domain corresponds to the whole vi-
sual scene in the first case, and to the left group in
the second case. Then, if the user refers to “the
two circles” without any pointing gesture, the ref-
erence domain corresponding to the left group will
be useful to understand the referring intention, that
is “the two circles in the same attentional space.”

Figure 1: The use of sub-contexts.

As opposed to approaches like the one of
(Kehler, 2000), we consider that simple algorithms
are not sufficient for a multimodal system to iden-
tify the referents. As we see with our example, the
gesture does not always give the referents, and the
components of the verbal expression are not suffi-
cient to distinguish them. But the combination of
these ostensive clues with infered contextual con-
siderations does. We focus here on the access to
the referents through reference domains. Using
a multimodal corpus (Wolff et al., 1998), we ex-
plore the possibilities of referring modes through
reference domains. Based on this empirical data,
we describe the foundations for a computational
model of reference resolution, ie., a model of iden-
tification of the correct mode, domain, and refer-
ent. Since we used the corpus to collect referring
phenomena and to build our model, we cannot val-
idate it using the same corpus. Thus, we present
a multimodal dialogue system which is currently
under construction, and we show how such a sys-
tem can validate our approach of referring.

2 Referential Terms and Referring
Modes

To a referential term corresponds a preferential
use. An indefinite noun phrase is generally used to
introduce a new referent; a definite is an indicator
to the necessity of identifying a particular refer-

ent (Corblin, 1987). A pure demonstrative is gen-
erally used together with a pointing gesture. But
all of these referential terms have other uses. Re-
boul in (Moeschler and Reboul, 1994) proposes
the following referring modes: direct reference,
indirect reference, demonstrative reference, deic-
tic reference and anaphorical reference. Proper
names constitute the preferential direct referring
mode, and demonstratives the preferential demon-
strative referring mode. The problem is that a
same noun phrase can be used for several refer-
ring modes. For example, the demonstrative noun
phrase “this object” can be used for a demonstra-
tive reference that implies an ostensive gesture, or
for an anaphorical reference, the antecedent being
a previous noun phrase like “the blue triangle.” In-
deed, demonstratives just as definites can be used
for anaphorical purposes.
Thus, there is no one-to-one relation between

referential terms and uses. To interpret them,
we need to consider the context, which includes
perceptual information, previous referring actions
(and their results), and various world knowledge.
With this linguistic, gestural, and visual informa-
tion, the context is heterogeneous. Moreover, its
scope can be enormous.
To face these problems, we have to consider

sub-contexts. Our hypothesis is that each refer-
ring action occurs in a reference domain. This
contextual subset is generally implicit and has to
be identified by the system. It corresponds to a
model of user’s attention, user’s memory, and con-
versation’s area. The utterance’s components al-
low to extract the referents from this subset and
to prepare the interpretation of a future reference.
For example, the referential term “the red triangle”
includes two properties that must be discrimina-
tive in a reference domain that must include one
or more “not-red triangles.” A further referential
term like “the other triangles” may be interpreted
in the same domain, denoting a continuity in the
reference sequence.
Reference domains can come from visual per-

ception, language or gesture, or can be linked to
the dialogue history or the task’s constraints. Vi-
sual domains may come from perceptual group-
ing, for example to model focus spaces (see (Beun
and Cremers, 1998)). When a particular colour is



Mode Mechanism details including the nature–linguistics or
multimodal–of the referential expression

Examples with singular, quantifier, plural, numeral
adjective

new-ref The referential expression does not refer but can be the
antecedent of a future anaphor. No coreferent pointing
gesture.

“Create a square,” “some squares,” “squares,”
“two squares” (all possibilities).

ext-any-ref The activated reference domain
must be more reduced than the
whole ontological class of objects.

delimited by a
coreferent pointing
gesture

“Delete a square,” “some squares,” “squares,”
“two squares” with a gesture delimiting a set of
squares (all possibilities).

It can be: delimited by a previ-
ous referential term

“Select the squares and the triangles” followed by
“delete a square,” “some squares” (interpreted as
“delete some of the selected squares”), “squares,”
“two squares” (all possibilities).

unprecised (in which
case we consider the
whole visual context)

“Delete two squares” interpreted as “delete two of
the visible squares,” and eventually as “delete two
of the visually salient squares” (all possibilities).

ind-par-ref It is the pointing gesture that forces the choice of the ref-
erent. This case constitutes a deviance from classical the-
ories like the one of (Corblin, 1987). Nevertheless, we
found it in the corpus of (Wolff et al., 1998).

“Delete a square” with a gesture pointing out
a particular square, “some squares,” “squares,”
“two squares” with gestures pointing out particular
squares (all possibilities).

gen-ref Reference to a class of objects. No coreferent pointing
gesture.

“A square has four sides,” “squares have four
sides,” “two triangles with a common side make a
quadrilateral” (quantifiers are impossible).

Figure 2: Indefinite noun phrases.

focused (ie., activated in the short-term memory,
for example after “the red triangle” and “the red
circle”), a reference domain based on the similar-
ity of objects considering their colour is built on.
Some domains may come from the user’s gesture
(see (Landragin, 2002)), others from the task’s
constraints. All of them are structured in the same
way. They include a grouping factor (‘being in
the same referring expression,’ ‘being in the same
perceptual group’), and one or more partitions of
elements. A partition gives information about pos-
sible decompositions of the domain (see (Salmon-
Alt, 2001)). Each partition is characterized by a
differentiation criterion, which represents a partic-
ular point of view on the domain and therefore pre-
dicts a particular referential access to its elements
(‘red’ compared to ‘not-red,’ ‘focused’ compared
to ‘not-focused’).
This unified framework allows to confront the

various contextual information, and to model the
implicit whatever its origin between perception,
speech and gesture. Considering reference do-
mains, a referring action can:

1. ‘new-ref’ mode: introduce a new referent in
a linguistic manner;

2. ‘ext-any-ref’ mode: extract any element
from an activated reference domain;

3. ‘ext-par-ref’ mode: extract a particular ele-
ment from an activated reference domain;

4. ‘ind-par-ref’ mode: indicate a particular
referent that is focused elsewhere;

5. ‘ind-par-dom’ mode: indicate a particular
reference domain whose one element is fo-
cused;

6. ‘gen-ref’ mode: refer to a generic entity, that
is not a set of particular referents nor a refer-
ence domain.

In this list, the introduction of a new referent
by a multimodal referring action is seen as the lin-
guistic mention of a referent that is focused by the
coreferent ostensive gesture (‘ind-par-ref’ mode).
One important point is that we consider that re-
ferring directly to a particular object is impossible
without an activated domain. Consequently, the
direct reference mode of Reboul corresponds here
to ‘ext-par-ref’ mode. Mentional expressions (see
(Corblin, 1999)) with “first,” “second” or “last”



Mode Mechanism details Examples with singular, plural, numeral adjective

ext-par-ref The activated
domain can be:

delimited by a coreferent
pointing gesture

“The triangle” with a gesture delimiting a group of geometrical
forms including one triangle (all possibilities).

delimited by a previous
referential term

“Select the blue triangle and the green square” followed by “delete
the triangle,” “select the triangles” followed by “the two red tri-
angles,” “the red triangle, the green one and the blue one” fol-
lowed by “the first,” “the group” followed by “the triangle” (all
possibilities).

delimited by a previous fo-
cussing on a visual space

After some references to objects at the left of the visual scene, “the
triangle” can refer to “the triangle on the left” (all possibilities).

delimited by a precision in
the referential term

“The triangle on the left of the scene” (all possibilities).

unprecised (in which case
we consider a salient focus
space)

“The triangle” interpreted as “the salient triangle” (all
possibilities).

ind-par-ref The referent
can be:

given by a coreferent
pointing gesture

“The triangles” with a gesture pointing a group of triangles (all
possibilities)

given by a previous
referential term

“Select a red triangle” followed by “the triangle,” “the triangle
and the square” followed by “the two forms” (all possibilities).

ind-par-dom The focused
element can
be:

given by a coreferent
pointing gesture

“The triangles” with a gesture pointing out one triangle (in this
particular example, a pointed object is extended to a group of sim-
ilar objects, so only the plural is relevant).

given by a previous
referential term

“The square with circles around” followed by “the group” (this is
also a particular case).

gen-ref No coreferent pointing gesture. “The triangle is a simple geometrical form”, “the triangles have
three sides” (numeral adjectives are impossible).

Figure 3: Definite noun phrases.

also correspond to ‘ext-par-ref’ mode, the differ-
entiation criterion for the referents identification
being the rank. Words like “other” and “next” have
particular mechanisms. They refer to not-focused
elements of a domain that has just been used, and
are then included in ‘ext-par-ref’ mode.

3 The Modes Linked to a Referential
Term

The possible modes considering the type of deter-
miner are grouped in the following tables: Fig-
ure 2 for indefinite noun phrases (including head-
less ones), Figure 3 for definite noun phrases, Fig-
ure 4 for demonstrative noun phrases, Figure 5
for personal pronouns, and Figure 6 for demon-
strative pronouns. With all these possibilities, we
show how complex the relation between terms and
modes is. A system that has to interpret sponta-
neous multimodal expressions must know all this
information.

4 Reference Resolution in Theory

In this section we present the foundations for a
model of reference resolution using reference do-
mains. From the components of the verbal utter-
ance and from the possible ostensive gesture, we
deduce a list of clues that the system may exploit
to identify the correct referring mode, the correct
reference domain and the correct referent. We start
with the determiner and then we detail the role of
the predicate and of the other linguistic compo-
nents. Following (Corblin, 1987), we make the
hypothesis that the propositional context (and not
only the determiner in the referential term) will
favour the specific or the generic interpretation.
Indeed, we consider that generic references are not
usual in human-computer interaction. Thus, we
ignore here the ‘gen-ref’ mode.
For an indefinite noun phrase, the system may

choose between ‘new-ref,’ ‘ext-any-ref,’ and ‘ind-
par-ref’ referring modes. The presence of a point-



Mode Mechanism details Examples with singular, plural, numeral adjective

ext-par-ref A coreferent pointing gesture is impos-
sible. Focussing is necessarily due to a
previous referential term.

“Select the blue triangle and the green square” followed by “delete
this square” (all possibilities).

ind-par-ref The referent
can be:

given by a coreferent
pointing gesture

“This triangle” with a gesture pointing out one triangle. This is the
most common multimodal referring expression (all possibilities).

given by a previous ref-
erential term

“Select the blue triangle” followed by “this triangle,” “the triangle”
followed by “this form” (all possibilities).

ind-par-dom The focused el-
ement can be:

given by a coreferent
pointing gesture

“These triangles” with a gesture pointing out one triangle with a
particular aspect (extension to a group of similar objects, so only
with a plural).

given by a previous ref-
erential term

“The square with circles around” followed by “this group” (the
same particular example than in definites).

gen-ref Three referring
modes can be
distinguished:

transition from a ges-
tural antecedent to a
generic interpretation

“These forms” with a gesture pointing out one triangle (numeral
adjectives are impossible).

transition from a lin-
guistic antecedent to a
generic interpretation

“This strange form” followed by “these forms” (only plural with no
numeral adjective).

direct multimodal
generic interpretation

“This form” with a gesture pointing out one triangle, that can be
interpreted as “this type of form,” and is by consequence ambiguous
with a specific interpretation (only singular).

Figure 4: Demonstrative noun phrases.

Mode Mechanism details Examples

ind-par-ref A coreferent pointing gesture is impossible. The
referent can be given by an obvious intention (it
depends on the situation) or by a previous referen-
tial term.

“Sélectionne le triangle bleu”/ “select the blue triangle” fol-
lowed by “supprime-le”/ “delete it”. One other case is
when the pronoun refers to another specimen of the refer-
ent linked to the antecedent: “j’ai supprimé le triangle mais
il est revenu”/ “I deleted the triangle but it appears again”
(singular and plural are possible).

ind-par-dom A coreferent pointing gesture is impossible. The
focused element is given by a previous referential
term.

“Ajoute un triangle vert”/ “add a green triangle” followed by
“supprime-les”/ “delete them” (the plural form is necessary
to build on the domain).

gen-ref A coreferent pointing gesture is impossible. This
case corresponds to the transition from a linguistic
antecedent to a generic interpretation.

“J’ai ajouté un triangle rouge parce qu’ils attirent le
regard”/ “I added a red triangle because they are eye-
catching” (the plural form is necessary).

Figure 5: Personal pronouns.

ing gesture may help the system: if the gesture
delimits a set of objects not reduced to the refer-
ent(s), the only possible mode is ‘ext-any-ref;’ if
the gesture is pointing out the referent(s), the only
possible mode is ‘ind-par-ref.’ If no coreferent
gesture is produced, there is an ambiguity between
‘new-ref’ and ‘ext-any-ref’ modes. The presence
of an activated linguistic domain will favour the
‘ext-any-ref’ mode. In the other case, the predi-
cate will disambiguate: a verb that denotes the in-

troduction of new referent(s) like “add” and “cre-
ate” will force the ‘new-ref’ mode. The ‘ext-any-
ref’ mode will be chosen otherwise.
In the ‘new-ref’ interpretation, the system has

to add the new object(s) in the visual domain cor-
responding to the scene. In this domain, a new
partition is created, with a differentiation criterion
linked to the predicate. The chosen referent(s) are
focused in this partition. In the ‘ext-any-ref’ inter-
pretation, the considered domain is the activated



Mode Mechanism details Examples

ext-par-ref A coreferent pointing gesture is impossible. The
focussing is necessarily due to a previous referential
term.

“Le triangle, le carré et le rond”/ “the triangle, the square
and the circle” followed by the mentional reference “celui-
ci”/ “this one” (singular and plural are possible).

ind-par-ref Demonstrative pronouns combine a demonstrative
reference and an anaphor. They are associated to
a pointing gesture to refer to a new object with the
characteristics of a previous referent. The focussing
is then necessarily due to a coreferent gesture.

In “sélectionne ce triangle bleu”/ “select this blue triangle”
followed by “supprime celui-ci”/ “delete this one,” “celui-
ci”/ “this one” together with a coreferent gesture refers to
another blue triangle (singular and plural are possible).

gen-ref See gen-ref mode for personal pronouns. “J’ai ajouté un rond vert et un triangle rouge. Ceux-ci at-
tirent le regard”/ “I added a green circle and a red triangle.
These ones are eye-catching” (the plural form is necessary).

Figure 6: Demonstrative pronouns.

one and the process is the same. In the ‘ind-par-
ref’ interpretation, the process is the same, except
that the choice of referents is not free but con-
strained by the gestural interpretation.
For a definite noun phrase, the system may

choose between ‘ext-par-ref,’ ‘ind-par-ref,’ and
‘ind-par-dom’ modes. A fine analysis of the refer-
ential term and the possible pointing gesture is not
sufficient to disambiguate. All hypotheses have
then to be kept. In the ‘ext-par-ref’ interpretation,
the system has to extract and to focus the refer-
ent from the activated domain. This referent has
to be isolated with the category and its modifiers.
For the ‘ind-par-ref’ and ‘ind-par-dom’ modes, the
system has to build a new domain around the fo-
cused referent. The differentiation criterion of the
new partition in this domain is the referent cate-
gory.
For a demonstrative, the process is nearly the

same than for definites, except that for ‘ind-par-
ref’ and ‘ind-par-dom’ modes, the differentiation
criterion of the new partition is given by the pred-
icate or by the intervention of a pointing gesture.
That shows the main difference between definites
and demonstratives: the contrast between the ref-
erent and the other elements of the reference do-
main is due to category (and modifiers) for defi-
nites, and to focussing for demonstratives.
For a personal pronoun, the system may choose

between ‘ind-par-ref’ and ‘ind-par-dom’ modes.
The clue to disambiguate is a change in the use
of singular or plural forms: if a transition occurs
from a singular to a plural form, then the ‘ind-par-
dom’ is identified. In this case, the system has to

build a new domain around the focused element,
the differentiation criterion of the new partition be-
ing the category. In the other case, the focussing
nature does not change and then no new domain
has to be built.

For a demonstrative pronoun, the presence of a
pointing gesture forces the ‘ind-par-ref’ interpre-
tation (‘ext-par-ref’ interpretation otherwise). In
this case, the system has to extract and to focus
the referent from the activated domain, the differ-
entiation criterion being the order of mention. For
the ‘ext-par-ref’ interpretation, the system has to
build a new domain around the focused element,
the new differentiation criterion being the gestural
intervention.

Now that we have these interpretation rules, we
can precise what a complete reference resolution
model may do. The main point is the creation of
a new reference domain, especially for definites
and demonstratives. The linguistic and contextual
clues are sometimes not sufficient for the delimita-
tion of such a domain. For this reason, we propose
to manage underdetermined reference domains, as
it is done in (Salmon-Alt, 2001) and then in (Lan-
dragin et al., 2002). The linguistic and gestural
information allow to build an underdetermined do-
main that groups all constraints. Then, the refer-
ence resolution process consists in the unification
of this underdetermined domain with the domains
that appear in the context. The one with the best
unification result is kept for the referent identifica-
tion.
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Figure 7: Architecture of the INRIA demonstrator for the OZONE European project.

5 Reference Resolution in Practice

One of the purposes of the OZONE European
project is to design a dialogue system with two
clearly separated modules, the first devoted to the
application and the second (the dialogue manager)
to the communicative abilities. Thus, several ap-
plications like finding a theater or a cinema, or
like reserving a a train ticket or a room in a hotel,
can be plugged to the same dialogue manager. A
demonstrator, which is currently under construc-
tion, will implement that, including a multimodal
interaction implying the microphone and the touch
screen of a Tablet PC.
Considering a transport information and reser-

vation application, the visual context is a map dis-
played on the screen. Gestures pointing out streets
or train stations can be done. Here is a sample of
a dialogue between the user and the system:
User: “How can I get to Paris?”
System: “You can either take a bus, a taxi or a

train” (displaying some ways on the map).
User: “How long does it take to go from here to

there?” (with an imprecise gesture pointing out a
way between two train stations).
System: “Forty minutes...” This answer shows

that the system is able to use the dialogue history
for managing reference domains linked to the pos-
sible transport means (bus, taxi and train), and to
exploit the gesture to build on a reference domain
that groups the visible train stations.
The input and output are both multimodal, so

fusion and fission algorithms are required, as it is
showed in Figure 7. The resultant ‘multimodal

fusion & fission’ module has to resolve multi-
modal referring expressions. Reference domains
are managed in this module. The dialogue history
is needed to resolve anaphorical expressions. This
module also has to translate the whole utterance in
a logical form that will be treated by the ‘action
planner’, in order to choose an answering strategy.
Even if the objects are not triangles nor circles

but streets and train stations, all that we have ex-
plored above has an importance in this demonstra-
tor. With these objects, with spontaneous speech
and gesture on a touch screen, all the described
referring phenomena and ambiguities are possi-
ble. For example: “what are the two stations on
the left of the map?,” “show me a way to go to
Paris,” “I want to go to Versailles-Chantiers” fol-
lowed by “this station is far away from Paris,” etc.
Thus, the resolution of multimodal referring ex-
pressions is an important part of the dialogue man-
agement. Moreover, sub-contexts exist and have
to be taken into account using reference domains.
Our approach and our model of reference seem to
be relevant for an implementation like the one of
the OZONE project.

6 Conclusion and Future Work

Reference to objects can take several forms which
are not linked to particular mechanisms of identi-
fication. The choice of a determiner, of the sin-
gular or plural form, of a coreferent pointing ges-
ture, lead to clues that specify some aspects of the
interpretation process. In this paper we investi-
gate multimodal human-computer interaction in-



volving simple objects. We explore the multiple
possibilies of referring modes. We show that even
in such a limited context many ambiguities can oc-
cur. We propose a list of disambiguation princi-
ples based on the notion of reference domain and
of the concrete examples we found in the corpus
of (Wolff et al., 1998) and in linguistic classical
works like (Moeschler and Reboul, 1994), (Re-
boul and Moeschler, 1998) or (Sperber and Wil-
son, 1995). The examples we investigate illus-
trate a number of reference possibilities in terms
of anaphor, transition from specific to generic in-
terpretation, associations of referential terms and
pointing gestures, etc.
Our proposition is focused on the identifica-

tion of the referring mode and has to be com-
plemented by an algorithm of reference resolu-
tion. The global method presented in (Landragin
et al., 2002) fits well this concern, and the im-
plementation of the OZONE demonstrator follows
this method. As future research, we plan to make
more precise the details of the interpretation pro-
cess under the light of the classification we present
here. One problem, given our focussing on com-
plex phenomena (for example when the pointed
objects are not the referents), is the lack of multi-
modal corpora suitable for evaluating such a clas-
sification. Nevertheless, the phenomena can eas-
ily be found in human-human communication; we
need algorithms for a system to understand these
phenomena, even if their evaluation is difficult for
the moment.
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Abstract

We first give an overview of Interactive
Communication Management (ICM),
and especially feedback, in human-
human communication. We then select
a limited range of ICM behaviour use-
ful for dialogue systems, and show how
these utterances and responses to them
are managed in a dialogue system im-
plementing a theory of issue-based dia-
logue management.

1 Introduction

In this paper1, we will give an account of the
generation of feedback and sequencing in a dia-
logue system. Allwood (1995) uses the concept of
“Interactive Communication Management” (ICM)
to designate all communication dealing with the
management of dialogue interaction. This in-
cludes feedback but also sequencing and turn
management. Sequencing “concerns the mecha-
nisms, whereby a dialogue is structured into se-
quences, subactivities, topics etc.”.

Here, we will use the term ICM as a general term
for coordination of the common ground, which
in an information state update approach (Traum
and Larsson, forth) comes to mean explicit signals
(formalised as dialogue moves) enabling coordi-
nation of updates to the common ground. While

1This paper is based on chapter 4 of (Larsson, 2002).

feedback moves are associated with specific utter-
ances (usually the utterance preceding the feed-
back move), ICM in general does not need to con-
cern any specific utterance.

We start by briefly discussing ICM in current di-
alogue systems. We then proceed to give an
overview of ICM, and especially feedback, in
human-human communication. Finally, we select
a limited range of ICM behaviour which we con-
sider useful for dialogue systems, and show a brief
example of how these utterances and responses
to them are managed (selected, generated, and/or
integrated) in GoDiS , a dialogue system imple-
menting a theory of issue-based dialogue manage-
ment (Larsson, 2002).

2 Verification

In the literature concerning practical dialogue sys-
tems, e.g. San-Segundo et al. (2001), grounding is
often reduced to verification of the system’s recog-
nition of user utterances. Two common ways of
handling verification are described as “explicit”
and “implicit” verification, exemplified below (ex-
ample from San-Segundo et al. (2001)).

• I understood you want to depart fromMadrid.
Is that correct? [explicit]

• You leave fromMadrid. Where are you arriv-
ing at? [implicit]

Actually, both “explicit” and “implicit” feedback
contain a verbatim repetition or a reformulation of
the original utterance, and in this sense they are



both explicit. The actual base for the distinction
is that the first utterance (1) signals understanding
but also a lack of confidence in the interpretation
and (2) is trying to elicit a response regarding the
correctness of the interpretation from the hearer,
whereas the second utterance (1) signals confident
understanding and (2) does not try to elicit a re-
sponse.

In human-human dialogue, explicit confirmations
are not very common. Presumably, they occur
primarily in noisy environments and in situations
where understanding is critical (e.g. when arrang-
ing a meeting in a busy airport). However, in di-
alogue systems, verification of user utterances are
of central importance given the quality of current
speaker-independent speech recognition. This ex-
plains to some extent why verification is often the
only aspect of feedback handled by current sys-
tems - it is simply necessary. There is no rea-
son, however, not to explore the possible uses of
a wider range of feedback behaviour in dialogue
systems. The obvious starting point for such ex-
ploration is human feedback behaviour.

3 Feedback and related behaviour in
human-human dialogue

Clark and Schaefer (1989) describe grounding as
the process of adding to the common ground. By
feedback we mean behaviour whose primary func-
tion is to deal with grounding of utterances in
dialogue2. This distinguishes feedback from be-
haviour whose primary function is related to the
domain-level task at hand, e.g., getting price infor-
mation. Non-feedback behaviour in this sense in-
cludes asking and answering task-level questions,
giving instructions, etc. (cf. the “Core Speech
Acts” of Poesio and Traum (1998)).

Answering a domain-level question (e.g., saying
“Paris” in response to “What city do you want to
go to?”) certainly involves aspects of grounding
and acceptance, since it shows that the question
was understood and accepted. However, the pri-
mary function of a domain-level answer is to re-
solve the question, not to show that it was under-

2Since this paper is not concerned with multimodal dia-
logue, we will only discuss verbal feedback.

stood and accepted.

To get an overview of the range of explicit feed-
back behaviour that exists in human-human dia-
logue, we will classify feedback according to two
basic criteria. (Below, we will assume a situation
where a DP (Dialogue Participant) S has just ut-
tered or is uttering u to a DPH , when the feedback
utterance f , uttered by H to S, occurs.)

• level of action (basic communicative func-
tion): contact, perception, understanding or
acceptance

• polarity: positive, negative or checking

These two criteria are loosely based on (Allwood
et al., 1992) and (Allwood, 1995). Additional pos-
sible criteria, which will not be discussed further
here (but see Larsson (2002)), are eliciting/non-
eliciting, object-level/meta-level content, and sur-
face form.

3.1 Levels of action in dialogue

Both Allwood (1995) and Clark (1996) distinguish
four levels of action involved in communication 3.

• Acceptance (reaction, consideration):
whether H has accepted and integrated (the
content of) u

• Understanding (recognition): whether H un-
derstands u

• Perception (identification): whether H per-
ceives u

• Contact (attention): whether H and S have
contact, i.e., if they have established a chan-
nel of communication

These levels of action are involved in all dialogue,
and to the extent that contact, perception, under-
standing and acceptance can be said to be nego-
tiated, all human-human dialogue has a minimal
element of negotiation built in.

3Allwood and Clark use slightly different terminologies;
here we use Allwood’s terminology (and, for the acceptance
level, also Ginzburgs) and add Clark’s corresponding terms
in parenthesis. The definitions are mainly derived from All-
wood.



Given that grounding is concerned with all lev-
els, it follows that feedback may concern any of
these levels (and possibly several levels simulta-
neously).

3.2 Levels of understanding

We can make further distinctions between differ-
ent levels of understanding, corresponding to three
levels of meaning. These sublevels give a finer
grading to the level of understanding4.

• discourse-independent (but possibly domain-
dependent) meaning (roughly corresponding
to “meaning” in the terminology of Barwise
and Perry (1983) and Kaplan (1979)), e.g.,
static word meanings

• domain-dependent and discourse-dependent
meaning (roughly, “content” in the terminol-
ogy of Barwise and Perry (1983) and Kaplan
(1979))

– referential meaning, e.g., referents of
pronouns, temporal expressions

– pragmatic: the relevance of u in the cur-
rent context

By “discourse-independent” we mean “indepen-
dent of the dynamic dialogue context.” However,
discourse-independent meaning may still be de-
pendent on static aspects of the activity/domain.
It is obvious that these levels of meaning are inter-
twined and do not have perfectly clear boundaries.
Nevertheless, we believe they are useful as analyt-
ical approximations.

Since dialogue systems usually operate in limited
domains, we will assume that we do not have to
deal with ambiguities which are resolved by static
knowledge related to the domain. For example, a
dialogue system for accessing bank accounts does
not have to know that “bank” may also refer to the
bank of a river; it is simply very unlikely (though
of course not impossible) that the word will be
used with this meaning in the activity. It can be
questioned whether this is always a good strategy,
but for now we accept this as a reasonable simpli-
fication.

4A similar distinction is also used by Ginzburg (forth).

In this paper, we will not be dealing with refer-
ential meaning (simply because referent identifi-
cation is currently not implemented in GoDiS).
We will use the term semantic meaning to refer to
discourse-independent meaning, and contrast this
to pragmatic meaning.

3.3 Positive, negative, and checking feedback

Positive feedback indicates one or several of con-
tact, perception, understanding, and acceptance,
while negative feedback indicates lack thereof.

Negative feedback can be caused by failure to inte-
grate U on any of the levels of action in dialogue:

• lack of contact - H and S have not estab-
lished a channel of communication, or the
channel has broken down

• lack of perception - H did not hear what S
said

• lack of understanding on a seman-
tic/pragmatic level - H recognized all
the words, but could not extract a content

– semantic meaning, e.g., word meanings
– pragmatic meaning, i.e., the relevance of
S’s utterance in relation to the context

• rejection (lack of acceptance) of content

While there are clear cases of positive (“uhuh”,
“ok”) and negative (“pardon?”, “I don’t under-
stand”) feedback, there are also some cases which
are not so clear. For example, are check-questions
(e.g., “To Paris?” in response to “I want to go to
Paris”) positive or negative? If positive feedback
shows understanding, and negative feedback lack
of understanding, then check-questions are some-
where in between; they indicate understanding but
also that the lack of confidence in that understand-
ing.

We assume a third category of checking feedback
for check-questions and similar feedback types. If
negative feedback indicates a lack of understand-
ing, checking feedback indicates lack of confi-
dence in one’s understanding.



4 Feedback in GoDiS

In this section, we first show how feedback dia-
logue moves in GoDiS are represented. We then
review the full range of feedback moves, starting
with system-generated feedback and then moving
on to user feedback.

The general notation for feedback ICM moves
used in GoDiS is the following:

• icm:L ∗ P{:Arg}

where L is an action level, P is a polarity, andArg
is an argument.

For user utterances, GoDiS will be able to produce
the following kinds of feedback utterances (for the
examples, assume that the user just said “I want to
go to Paris”):

• L: action level

– con: contact (“Are you there?”)
– per: perception (“I didn’t hear anything
from you”, “I heard you say ’to Paris”’)

– sem: semantic understanding (“I don’t
understand”, “To Paris.”)

– und: pragmatic understanding (“I don’t
quite understand”, “You want to know
about price.”)

– acc: acceptance/reaction (“Sorry, I
can’t answer questions about connecting
flights”, “Okay.”)

• P : polarity

– neg: negative
– chk: checking
– pos: positive

• Arg: argument

The arguments are different aspects of the utter-
ance or move which is being grounded, depending
action level:

• for per-level: String, the recognized string

• for sem-level: Move, a move interpreted
from the utterance, including (possibly un-
derspecified) semantic content

• for und-level: C , where C : Proposition is the
propositional (fully specified) content of the
utterance

• for acc-level: C : Proposition, the content of
the utterance

For example, the ICM move icm:und∗pos:dest-
city(paris) provides positive feedback regarding
an utterance that has been understood as meaning
that the destination city is Paris.

For user utterances, GoDiS will be able to produce
e.g., the following kinds of feedback utterances
(for the examples, assume that the user just said
“I want to go to Paris”):

• contact

– negative; icm:con∗neg (“I didn’t hear
anything from you”)

• perception

– negative; icm:per∗neg realized as fb-
phrase (“Pardon?”, “I didn’t hear what
you said.”)

– positive; icm:per∗pos:String realized
as metalevel verbatim repetition (“I
heard ‘to paris’ ”)

• understanding (semantic)

– negative; icm:sem∗neg realized as fb-
phrase (“I don’t understand.”)

– positive; icm:sem∗pos:Content real-
ized as repetition/reformulation of con-
tent (“To Paris.”5)

• understanding (pragmatic)

– negative; icm:und∗neg realized as fb-
phrase (“I don’t quite understand.”)

– positive; icm:und∗pos:Content real-
ized as repetition/reformulation of con-
tent (object-level) (“To Paris.”)

– checking; icm:und∗chk:Content real-
ized as ask about interpretation (“To
Paris, is that correct?”)

5For a more informative example, see utterance 9 in the
dialogue on page 5.



• acceptance

– negative: icm:acc∗neg:Content real-
ized as explanation (“Sorry, Paris is not
a valid destination city”)

– positive; icm:acc∗pos realized as fb-
word (“Okay”)

As a subcase of negative acceptance (i.e., rejec-
tion), GoDiS is able to reject user questions using
the icm:acc∗neg:issue(Q) move, where Q is a
question, as illustrated below (U is the user, S is
the system)6:

U> What about connecting flights?
S> Sorry, I cannot answer questi-
ons about connecting flights.

We are not claiming that humans always make
these distinctions explicitly or even consciously,
nor that the link between surface form and feed-
back type is a simple one-to-one correspondence;
for example, “mm” may be used as positive feed-
back on the perception, understanding, and accep-
tance levels. Feedback is, simply, often ambigu-
ous. However, since GoDiS is making all these
distinctions internally we might as well try to pro-
duce feedback which is not so ambiguous.

Of course, there is also a tradeoff in relation to
brevity; extremely explicit feedback (e.g., “I un-
derstood that you referred to Paris, but I don’t see
how that is relevant right now.”) could be irritating
and might decrease the efficiency of the dialogue.
We feel that the current choices of surface forms
are fairly reasonable, but testing and evaluation on
real users would be needed to find the best ways to
formulate feedback on different levels. This is an
area for future research.

A general strategy used by GoDiS in ICM selec-
tion is that if negative or checking feedback on
some level is provided, the system should also pro-
vide positive feedback on the level below. For ex-
ample, if the system produces negative feedback
on the pragmatic understanding level, it should
also produce positive feedback on the semantic un-
derstanding level:

6Note that this requires the system to recognize and un-
derstand common questions that it cannot answer; in current
systems this is usually not (if ever) the case.

S> To Paris. I don’t quite und-
erstand.

For system utterances, GoDiS will react appropri-
ately to the following types of user-initiated feed-
back:

• perception level

– negative; fb-phrase (“Pardon?”, “Ex-
cuse me?”, “Sorry, I didn’t hear you”)
interpreted as icm:per∗neg

• acceptance level

– positive; fb-phrase (“Okay.”) inter-
preted as icm:acc∗pos

– negative; issue rejection fb-phrase
(“I don’t know”, “Never mind”,
“It doesn’t matter”) interpreted as
icm:acc∗neg:issue

In addition, irrelevant followups to system ask-
moves are regarded as implicit issue-rejections.
The coverage of user feedback behaviour is thus
more limited than the coverage for system be-
haviour. The main motivation for this is that sys-
tem utterances are less likely to be problematic for
the user to interpret than vice versa.

5 Issue-based grounding in GoDiS

Different kinds of feedback from the system carry
with them different expectations on and options
for the user. This is especially important in the
case where the system is unsure whether it has cor-
rectly interpreted the user’s utterance, or in cases
where the system misinterprets the user. In the
issue-based approach to feedback management,
this is accounted for by bringing under discussion
questions related to grounding.

On our analysis, checking feedback on the
understanding level with content C introduces
a meaning-question ?und(C), roughly para-
phrasable as “Is C a correct interpretation the lat-
est utterance?”. This question is available for
resolution of elliptical answers (for y/n-questions,
“yes” and “no”), and must be resolved before the
dialogue can proceed. If the system produces this
kind of feedback, the user may respond “yes” or



“no” depending on whether the interpretation was
correct or not; only when a positive answer to the
understanding-question is received does the sys-
tem assume that C is a part of the shared dialogue
state. If no answer is received, the system cau-
tiously assumes that the interpretation was erro-
neous.

U> To Lund please

S> To London?
(understanding-question now raised and unre-
solved, and available for resolution of short an-
swers)

U> (silence)
(since the understanding-question is still not re-
solved, neither is the issue of destination)

S> So, what city do you want to
go to?

When producing positive feedback on the under-
standing level, the understanding-question is not
raised explicitly as was the case with checking
feedback. The interpretation is tentatively as-
sumed to be correct and is added to the shared
dialogue state. The understanding-question is
thus (tentatively) assumed to be resolved. How-
ever, on our analysis, positive feedback still makes
the understanding-issue available for elliptical re-
sponses, so that the user may respond to the posi-
tive feedback using “yes” or “no”.

This is possible in GoDiS because of the
distinction between a local (“QUD”, see
Ginzburg (1996)) and a global (“ISSUES”)
stack of questions under discussion, where the
former represents questions available for ellipsis
resolution and the latter contains questions which
have been raised but not yet resolved. If a
question q is on QUD but not on ISSUES, an
answer to q will trigger an accommodation rule
copying q from QUD to ISSUES, thus reraising
q and retracting any previously stored answers
to q. In the case of grounding, where q is an
understanding-question, this amounts to retracting
the assumption that the previous user move was
correctly understood.

Thus, if a negative response to positive feedback
on the understanding level is received, the system

retracts its assumption about the correctness of its
interpretation:

U> To Lund please

S> OK, to London.
(understanding-question now tentatively resolved
but available for resolution of short answers)
[formally, ?und(dest-city(london)) ∈ QUD7]
U> No!
(understanding-question addressed and accom-
modated to ISSUES)
[formally, ?und(dest-city(london)) ∈ ISSUES]
(negative answer to understanding-question inte-
grated; proposition dest-city(london) retracted)

S> Not to London. So, what city
do you want to go to?
(the question of destination city is reraised)

If no response to the understanding-question is re-
ceived, the system continues to assume that the in-
terpretation was correct and eventually proceeds to
the next item in its dialogue plan:

U> To Lund please

S> OK, to London.
(understanding-question now tentatively resolved
but available for resolution of short answers)

U> (silence)
(understanding-question no longer available for
resolution of short answers)

S> What city do you want to go
from?
(system proceeds to next item on the plan)

A more detailed account of issue-based grounding
in GoDiS can be found in Larsson (2002).

6 Sequencing ICM in GoDiS

We will now briefly discuss sequencing ICM in
GoDiS. We believe it is good practice to try to
keep the user informed about what’s going on in-
side the system, at least to a degree that facilitates
a natural dialogue where system utterances “feel

7Although it lies outside the scope of this paper to present
the formalism used in GoDiS for representing semantic con-
tent, it has been included here for those interested. We hope
the formalism is sufficiently straightforward to be understood
by the reader; if not, the formal details can be ignored.



natural”. One way of doing this is to produce se-
quencing ICM indicating significant updates to the
information state which are not directly related to
specific user utterances but instead concerns sub-
activities, topics etc.8.

For GoDiS, we have implemented three types of
sequencing ICM. First, GoDiS will indicate when
it is loading a dialogue plan9. Second, GoDiS will
produce ICM to indicate when an issue is being
reraised (in contrast to being raised for the first
time). Third, GoDiS generates ICM moves for in-
dicating accommodation of questions (which may
involve plan recognition). This is meant to indi-
cate that some inference has been performed, and
that it has been successful.

The choice of actual wordings for these moves
are currently only based on intuitions; both cor-
pus studies and usability tests can serve to give a
firmer ground to the exact formulation of sequenc-
ing moves.

• icm:reraise: indicate reraising implicitly
(“So, ...”)

• icm:reraise:Q: reraising an issue Q explic-
itly (“Returning to the issue of price.”)

• icm:loadplan (“Let’s see.”)

• icm:accommodate (“Alright.”)

7 A sample dialogue with GoDiS

The dialogue below gives an impression of what
feedback and sequencing capabilities our system
handles. The basic principle for move selection in
GoDiS is that utterances may not raise more than
one question. Surface form generation in GoDiS is
template-based. The dialogue has been annotated
with ICM dialogue moves.
1 S> Welcome to the travel agency!

2 U> price information please

3 S> Okay.[icm:acc∗pos]
You asked about price.

8While able to produce sequencing ICM, GoDiS is cur-
rently not able to understand sequencing ICM from the user.

9Due to space limitations we will not here go into the in-
ternal workings which trigger sequencing ICM. See Larsson
(2002) for detailed accounts of these.

[icm:und∗pos:issue(?x.price(x))]
Let’s see. [icm:loadplan]
How do you want to travel?

4 U> pardon [icm:per∗neg]
5 S> How do you want to travel?

6 U> by plane, london

7 S> By plane, is that correct?
[icm:und∗chk:transport(plane)]
8 U> yes

9 U> London. [icm:sem*pos:london]
I don’t quite understand.[icm:und∗neg]
Do you mean to London or from London?

10 U> to london

11 S> Okay, [icm:acc∗pos]
to London. [icm:und*pos:dest-city(london)]
What city do you want to go from?

12 U> lyons

13 S> Sorry, Lyons is not a valid destina-
tion city. [icm:acc∗neg:dept-city(lyons)]
So, [icm:reraise]
What city do you want to go from?

14 U> paris

15 S> Okay,[icm:acc∗pos]
to Paris. [icm:und∗pos:dept-city(paris)]
When do you want to travel?

16 U> Do I need a Visa?

17 S> Okay, [icm:acc∗pos]
you want to know about visa.
[icm:und∗pos:issue(?need-visa)]
What country are you from?

18U> Sweden

19S> Okay, from Sweden. No, you do not
need a visa. Returning to the issue of
price. [icm:reraise:?x.price(x)]
So, [icm:reraise]
when do you want to travel?

. . .

20U> What about connecting flights?

21S> Sorry, I cannot answer questions ab-
out connecting flights.
[icm:acc*neg:issue(?x.connecting-flights(x))]

8 Conclusions and future research

Starting from a fairly broad categorization of var-
ious types of feedback and sequencing moves in
human-human dialogue, we have implemented a
subset of these moves in a dialogue system. We
believe that a view of the full range of ICM be-
haviour can be useful for suggesting useful addi-
tions to the range of moves handled by dialogue



systems, both by making systems more flexible in
terms of dialogue management and by making di-
alogues more natural.

Our account of grounding and ICM is so far only
partial in coverage; phenomena that remain to be
accounted for and/or implemented include clarifi-
cation ellipsis (Cooper and Ginzburg, 2001), se-
mantic ambiguity resolution, collaborative com-
pletions and repair (Traum, 1994), and turntaking
ICM. While we have included some rudimentary
sequencing ICM, further investigations of the ap-
propriateness and usefulness of these utterances
are needed; here, research on discourse markers
(Schiffrin, 1987) and cue phrases (Grosz and Sid-
ner, 1986; Polanyi and Scha, 1983; Reichman-
Adar, 1984) can be of use. We also want to explore
turntaking in asynchronous dialogue management,
and how this relates to turntaking ICM.

We are currently implementing several applica-
tions for GoDiS to enable evaluation and further
development of the system. A VCR application
will be reachable by phone and allow users to
program and control a (computerized) VCR us-
ing spoken dialogue. We are also implementing
a robot control application allowing users to inter-
actively control and program a robot’s movements
using spoken dialogue.
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Abstract

This paper proposes a dialogue game in
which coherent conversational sequences
at the speech act level are described of
agents that become aware they have a
disagreement and settle the dispute by
agreeing to disagree when they believe
insufficient propositions to resolve the
situation. A dialogue game is formu-
lated in which agents can offer informa-
tion possibly resulting in non-reconcilable,
mutually inconsistent belief states. These
states are handled by a dialogue rule that
defines when to ‘agree to disagree’.

1 Introduction

If we are to understand conversations we may need
to carefully model the underlying principles that
drive them, but we would probably be just as sat-
isfied if we could build computational models that
generate useful conversations. In general con-
versations, participants may have autonomy over
their cognitive states but they may also have in-
tentions to change those of others. This autonomy
and intention may result in discussions about non-
reconcilable beliefs. How to cope with these dis-
putes and how to devise a computational model
that identifies them?
A dialogue game by Beun (2001) describes

speech acts between agents and identifies three
structures with accompanying properties that form
a dialogue game that agents need to play to com-
municate in a sensible way. Agents need to have a
cognitive state, dialogue rules to generate speech
acts to convey information to other agents and up-
date rules to process incoming information. In

Lebbink et al. (2003), a multi-valued logic is intro-
duced to describe inconsistent and biased inform-
ation in dialogue games without forcing agents
to perform belief revision. In the same vein as
the FIPA work on agent communication languages
(Labrou, 2001), we formulate semantics of the
speech acts to offer information and to agree to
disagree.
What is lacking in Beun (2001) and Lebbink et

al. (2003), is the possibility for agents to recog-
nize irresolvable disagreements and based on this
recognition utter an agreement to disagree making
the disagreement common belief. This common
belief can motivate dialogues on the definition of
the terms used in the disagreement or dialogues to
weaken arguments in order to retract propositions
to resolve the disagreement.
Agents may be motivated to persuade others

to accept to believe certain propositions. Con-
sequently, agents may accept to believe proposed
propositions, but they may also deny to accept to
believe propositions when accepting them would
result in inconsistent beliefs. The objective is
to present a dialogue game in which cognitive
agents become aware of non-reconcilable beliefs
and manifest this awareness to others while pre-
serving their private beliefs. We use a formal
method to represent classical and inconsistent in-
formation in the agents’ cognitive states, enabling
us to devise dialogue rules that can cope with these
types of information. The resulting formalism al-
lows for embedded dialogues and verification of
existing dialogues, but notably it is computational
which makes it possible to generate all valid dia-
logues in a dialogue game.
In the following (fictitious) dialogue, Tv (from

Sesame Street) tries to insure his new car; he rings

http://www.cs.uu.nl/people/henkjan/
http://www.cs.uu.nl/staff/jj.html


an insurance company and explains his desire to
an insurance agent (Ia). The Ia wants to sell Tv an
expensive insurance policy because Sesame Street
puppets are prone to fast and dangerous driving.
The Ia wants Tv to accept that its car is not safe
justifying an expensive policy. For the sake of
argument, agents do not accept information that
renders their beliefs inconsistent. This dialogue is
mathematically checked as a valid sequence of ut-
terances of our dialogue game. We omit proofs
and conclude that this dialogue is one of the 177
different valid dialogues.

Dialogue 1 (Car insurance in Sesame Street)

1. Tv to Ia ‘My car is a Ferrari.’
2. Ia to Tv ‘Ok.’
3. Tv to Ia ‘(and) My car is safe.’
4. Ia to Tv ‘I don’t believe that.’
5. Ia to Tv ‘(actually) I think your car is not safe.’
6. Tv to Ia ‘I don’t accept that my car is not safe.’
7. Ia to Tv ‘Do you accept that if a car is a

Ferrari then it is not a safe car?’
8. Tv to Ia ‘(no) I don’t want to accept that.’
9. Ia to Tv ‘Lets agree to disagree whether your

car is safe or not.’
10. Tv to Ia ‘Ok.’

2 A Dialogue Game to Offer Information

In accordance with Wittgenstein’s dictum “mean-
ing is use”, we propose a dialogue game that gives
meaning to the conception of offering information.
To understand a word or sentence is to know how
to use it. And to be able to use a word or a sen-
tence is to be capable of recognizing the contexts
in which it is appropriate to utter it (Ellenbogen,
2003). This activity of speaking is described in
a normative way, governed by dialogue rules that
dictate correct and incorrect use of communicat-
ive acts. We could say that an agent understands a
word when it can distinguish between correct and
incorrect uses.
Following the approach taken in Beun (2001)

and Lebbink et al. (2003), a dialogue game is a
set of dialogue rules that describe which commu-
nicative acts an agent may utter given its current
cognitive state. A dialogue game also has a set of
update rules that describe the changes of the cog-
nitive state given an uttered communicative act.

We assume that information can only accumu-
late in the participants’ cognitive states and can-
not be retracted. In this information-monotonic
approach additions may introduce inconsistent be-
liefs. Although the dialogue rules we are to
present will prohibit inconsistencies, agents use
the possibility of inconsistencies in a look-ahead
fashion when deciding to believe propositions.
Agents are considered omnipotent and use equal
consequence relations. In addition, agents can
only speak to one agent at a time via an ideal
half-duplex communication channel which means
that no information is lost and that information can
only flow in one direction at a time. No restrictions
are made on the number of participants.

2.1 Ordering of Information: Bilattices

Whereas in classical logic terms are assigned a
truth-value true or false, in multi-valued logic
(MVL) new truth-values are introduced to rep-
resent uncertain, non-determined or other epi-
stemic attitudes (Rescher, 1969). In previous work
(Lebbink et al., 2003), truth-values from a bilat-
tice structure (Ginsberg, 1988; Fitting, 1991) are
used to define a MVL, and theories of this MVL
are used to represent the agent’s cognitive state.
Theories of MVL are sets of multi-valued propos-
itions which are terms taken from some ontology
with an assigned truth-value from a bilattice struc-
ture. Next to these propositions, an implication
operation for four truth-values imp4 is added with
a reading similar to the one from classical logic: if
the antecedent of the implication is part of a the-
ory, then the consequent is also present.
Two terms are used to denote the information

of the example dialogue: is a(this car, ferrari)
and is a(this car, safe) stating that it is true that
this car denoted by this car is a Ferrari and a
safe one respectively. The multi-valued pro-
position is a(this car, ferrari):f is read as ‘term
is a(this car, ferrari) has truth-value f’. If this pro-
position is part of a theory T that represents the
beliefs of some agent, we say that the agent be-
lieves that ‘this car is not a Ferrari’. An implica-
tion between the fact that if some car is a Ferrari
then that car is not safe, is represented by the pro-
position imp4(is a(X, ferrari):t, is a(X, safe):f):t.
A bilattice is an algebraic structure that formal-
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Figure 1: Bilattice representing partial and incon-
sistent information.

izes an intuitive space of generalized truth-values
with two lattice orderings. In Figure 1 the bilat-
tice for a four-valued logic (Belnap Jr., 1977) is
graphically depicted; t and f stand for the clas-
sical truth-values true and false respectively; non-
orthodox truth-value u and i represent a complete
lack of information (unknown) and the inconsist-
ent information state. Truth-values are ordered by
the amount of truth t and the amount of inform-
ationk; only the latter is of interest to us. For in-
stance, u has less information than t and f, denoted
by u k t and u k f, but t and f are unrelated to
one another in the k-order, that is, t ⇥k f and f
⇥k t. Bilattices with more truth-values and even
a continuum of truth-values can be used to repres-
ent biased information or probabilities (Ginsberg,
1988); we use only the four from Figure 1.

2.2 Communicative Acts
The communicative act of offering information
and its two corresponding answers to accept and
reject information are defined next. The act of an
offer [x, y, p]! is uttered by a speaker (x) directed
to a listener (y) and is read as ‘Are you (y) will-
ing to accept to believe proposition p?’ In the first
line of the example dialogue, Tv states that its car
is a Ferrari, which we consider equal to the phrase
‘Are you, Ia, willing to accept to believe that it is
true that my car is a Ferrari?’. In answer to this,
in the second line, the Ia grants Tv’s offer. The act
of granting an offer [x, y, p]!+ is read as ‘I (x) am
willing to accept to believe p.’ An agent may also
deny an offer, which is done in line four when the
Ia denies to believe that Tv’s car is safe. The act of
denying an offer [x, y, p]!� is read as ‘I (x) am not
willing to accept to believe p.’ The act of agreeing
to disagree [x, y, (p, q)]� is read as ‘Are you (y)
willing to agree that we are in disagreement over
proposition p and q.’ Precise contexts for correct
use of these acts are defined in Section 2.6.

A rendition of the dialogue from Section 1 is
used in the remainder of this paper.
Dialogue 2 (Car insurance in Sesame Street)
1. [tv, ia, is a(this car, ferrari):t]!

2. [ia, tv, is a(this car, ferrari):t]!+

3. [tv, ia, is a(this car, safe):t]!

4. [ia, tv, is a(this car, safe):t]!�

5. [ia, tv, is a(this car, safe):f]!

6. [tv, ia, is a(this car, safe):f]!�

7. [ia, tv, imp(is a(X, ferrari):t, is a(X, safe):f):t]!

8. [tv, ia, imp(is a(X, ferrari):t, is a(X, safe):f):t]!�

9. [ia, tv, (is a(this car, safe):f, is a(this car, safe):t)]�

10. [tv, ia, (is a(this car, safe):f, is a(this car, safe):t)]�

2.3 The Agent’s Cognitive State
An agent’s cognitive state consists of a number of
mental constructs which are theories of MVL. An
agent’s belief state is probably the most important
construct next to its desire state. A proposition p
is said to be believed by an agent x if p is part of
mental construct Bx, that is, p 2 Bx. Analog-
ously, an agent x desires that an agent y believes a
proposition p if p is part of mental construct DBy

x ,
that is, p 2 D

By
x . For example, Tv desires that the

Ia believes that it is true that this car is safe, that
is, is a(this car, safe):t2 DBia

tv .
Agents keep record of all other agents’ expli-

citly communicated beliefs, desires and accom-
panying consequences. The mental construct for
manifested beliefs MxBy represents agent y’s be-
liefs that agent x is aware of. For instance,  :t 2
MxBy states that x is aware that y believes that
 has at least truth-value t. An agent also records
other agents’ communicated desires, this is done
in MxDBz

y . For instance, Tv is aware that the Ia
desires that Tv believes that this car is not safe, that
is, is a(this car, safe):f2 MtvD

Btv
ia . Also, agents

need to keep record of explicitly stated ignorance
of other agents; the third type of mental construct
is the manifested ignorance state. p 2 BxIy states
that agent x is aware that agent y is ignorant to-
wards p.
In addition, higher-order manifested mental

constructs are needed for agents to remember to
whom they stated their desires and beliefs. This
information is needed to prevent them from utter-
ing offers more than once; this is addressed by dia-
logue rules (Section 2.6). Mind-bending mental



constructs are needed to encode this information;
the construct MxMyBx states that x is aware of
y’s awareness that x believes p. From a usage per-
spective, if an agent has answered an offer regard-
ing some proposition then this proposition is part
of this construct; this is addressed by update rules
(Section 2.7). Likewise, if an agent has proposed
an agreement to disagree it is not allowed to ut-
ter the same agreement again. Therefore, a record
needs to be kept of these agreements. For instance,
MtvMia�(tv, ia) states that Tv is aware of the Ia’s
awareness of their disagreement, this situation is
described in Section 3.2.
A dialogue game defines a space of different

dialogues that unfold by applying dialogue rules
and update rules. Given a (initial) cognitive state
of all agents participating in the dialogue (here-
after collective state), all sequences of commu-
nicative acts can be generated that are considered
valid in the game. For our example dialogue the
following initial collective state is used. The Ia has
the desire that Tv believes its car is not safe, and
Tv has the desire that the Ia believes that its car is
a Ferrari and safe. The Ia believes that if a car is
a Ferrari then the car is not safe, and Tv believes
that its car is a Ferrari and a safe one. Formally,
is a(this car, safe):f 2 DBtv

ia ,
is a(this car, ferrari):t 2 DBia

tv \Btv,
imp4(is a(X, ferrari):t, is a(X, safe):f):t 2 Bia, and
is a(this car, safe):t 2 DBia

tv \Btv.

2.4 Cognitive Processes
In our formalism, agents can perform two cog-
nitive processes: deciding to believe offered in-
formation and deducing consequences of newly
accepted beliefs. Other central concepts, such as
choice between permissible communicative acts,
or which strategy to use to persuade others, will
not be included in the descriptions presented here.
From a mathematical perspective, an agent is

persuaded to believe a proposition when its cog-
nitive state changes from not believing the propos-
ition to believing it (Walton and Krabbe, 1995);
the proposition is set-theoretically added to the be-
lief state. Agents can have different criteria for ac-
cepting to believe something. For simplicity, we
assume agents to be very credulous: they accept
to believe offered propositions that are consistent

with their current beliefs.
Reasoning is restricted to the agents’ ca-

pacity to draw conclusions based on be-
lieved implication rules and antecedents. If
an implication rule is believed by the Ia,
imp4(is a(X, ferrari):t, is a(X, safe):f):t 2 Bx and
the Ia is persuaded to believe an antecedent that
the car is a Ferrari, is a(this car, ferrari):t 2 Bia,
then it also concludes to believe the consequent
that the car is not safe, is a(this car, safe):f 2 Bia.
However, if the Ia already believes
is a(this car, safe):t, then its belief state becomes
inconsistent, that is, is a(this car, safe):i 2 Bia.
The closure cl(Bia [ {p}) corresponds with the
set of propositions including Ia’s beliefs plus p
with consequents.

2.5 Motivations to Communicate

In Beun (2001) an agent’s motivation to utter a
question is to balance its belief and desire state.
Stated in our terminology, an agent may pose a
question regarding some proposition if it has the
desire to be in a belief state in which it believes
the proposition and it currently does not (yet) be-
lieve the proposition. We give a similar motivation
to offer information. An agent xmay offer inform-
ation to an agent y regarding some proposition p if
x has the desire that y is to believe the proposition,
and x is not aware that y already believes the pro-
position. Stated differently, an agent’s motivation
to utter an offer is to balance its desire and mani-
fested belief state; an agent x is motivated to offer
p to y if p 2 D

By
x and p 62 MxBy.

According to the Gricean maxims of co-
operation, speakers are forbidden to ask anything
they already believe (Grice, 1975). Analogously,
speakers are forbidden to put forward informa-
tion if they are aware the listener already believes
the information. Next to giving restrictions, these
maxims also provide motivations for granting and
denying questions and offers: both should always
be answered. In the next paragraph, the motiv-
ations and restrictions are combined to form the
preconditions for ‘correct’ usage of our commu-
nicative acts; these preconditions provide the se-
mantics of the acts and give communicative acts
meaning in the context of a dialogue game.



2.6 Dialogue Rules
In group decisions, different experts make de-
cisions as a group by agreeing on the assumptions
they need to make to come to one common de-
cision. This means that the assumptions (which
are beliefs) should be non-conflicting. A motiv-
ation for someone who facilitates group decision
making is to introduce dialogue rules that enable
experts to offer information with the objective that
experts become aware of other agent’s attitudes to-
wards their beliefs. One way to check whether as-
sumptions are conflicting is to offer these to others
and conclude from their responses whether they
agree to believe these. In this section, the dialogue
rules are defined allowing an agent to utter com-
municative acts given its cognitive state.
An offer [x, y, p]! is defined applicable when the

speaker (x) is motivated to utter an offer. As stated
before, the speaker desires the listener (y) to be-
lieve proposition p and the speaker is not aware
that the listener already believes p, that is, p 2
D

By
x and p 62 MxBy. Of course, a dialogue game

can be conceived in which meaning is given to of-
fering information even when the speaker is aware
the listener already believes this. Such a different
game is played when the speaker wants to convey
that it was not aware that the listener believed the
proposition, although it was. Furthermore, it is as-
sumed that in this dialogue game, agents are not
allowed to propose information that they do not
believe themselves. Due to the ideal communica-
tion channel, agents are also not allowed to pose a
communicative act more than once: after uttering
an offer, they are aware that the listener is aware
of the speaker’s desire to induce a belief change.
This is represented by the mental construct that
the speaker is aware that the listener is aware of
the speaker’s desire to induce a belief change as-
sociated with p in the listener. Also, proposition p
should not be part of this mental construct, that is,
p 62 MxMyD

By
x which can only be true if speaker

has already offered p.

Definition 1 (offer) If p 2 D
By
x , p 62 MxBy, p 2

Bx and p 62 MxMyD
By
x then an offer [x, y, p]! is

applicable.
The communicative act of granting an of-

fer [x, y, p]!+ is applicable when the (granting)

speaker (x) believes the proposition p. Whether
agent x is persuaded to believe the proposition as a
result of the offer x is responding to, does not mat-
ter. Obviously, a speaker may only grant an offer
if it is aware the listener has the desire to make the
speaker believe p, that is, p 2 MxDBx

y . In this dia-
logue game, an agent x can only be aware of this
if the other agent y has uttered an offer. To ensure
that the information represented by granting an of-
fer is not superfluous, e.g. stated more than once,
the speaker may not be aware that the listener is
aware that the speaker believes the proposition it
granted, that is, p 62 MxMyBx.
Definition 2 (granting an offer) If p 2 Bx, p 2
MxDBx

y and p 62 MxMyBx then granting an offer
[x, y, p]!+ is applicable.
An offer of information can be answered by

granting or denying to accept to believe the pro-
position. The act of denying an offer [x, y, p]!� is
similar to the act of granting with the difference
that the speaker had not been persuaded to believe
p, that is, p 62 Bx. Equal to the act of granting an
offer, the speaker must be aware that the listener
has the desire to induce a cognitive state change
in the speaker, that is, p 2 MxDBx

y . To prevent
that the denial is not superfluous, the speaker may
not be aware that the listener is already aware that
it has explicitly stated that it does not believe the
proposition, that is, p 62 MxMyIx.
Definition 3 (denying an offer) If p 62 Bx, p 2
MxDBx

y and p 62 MxMyIx then denying an offer
[x, y, p]!� is applicable.
A follow-up offer is an offer that substantiates

some claim to believe another proposition. This
offer is syntactically indistinguishable from the of-
fer defined in Definition 1. However, the follow-
up offer is a different speech act from a semantic
perspective: it has the following preconditions.
The speaker has the desire that the listener believes
some proposition p, but the listener does (not yet)
believe p and the speaker has already offered him
p. The speaker may utter a follow-up offer regard-
ing proposition q if q added to the listeners belief
state would make him accept to believe p. Form-
ally, if q is added set theoretically to MxBy, then
p becomes part of the manifested belief state, that
is, p 2 cl(MxBy[{q}). The proposition q may in



this case be offered when the listener does not be-
lieve it and the speaker has not proposed it before.

Definition 4 (follow-up offer) If p 2 D
By
x , p 62

MxBy, p 2 MxMyD
By
x , p 2 cl(MxBy [ {q}),

q 62 MxBy and q 62 MxMyD
By
x then offer

[x, y, q]! is applicable.

2.7 Update Rules
Update rules define the agent’s change of cognit-
ive state given a communicative act directed at the
agent.
After a speaker (x) has offered proposition p

to a listener (y), that is, after [x, y, p]!, the fol-
lowing properties for the cognitive states hold.
The listener is aware that the speaker desires the
listener to believe proposition p, that is, p 2
MyD

By
x , and the speaker is aware that the listener

is aware of this, that is, p 2 MxMyD
By
x . In

addition, after an offer the listener is aware that
the speaker believes the proposition, that is, p 2
MyBx, and the speaker is aware that the listener
is aware of this, p 2 MxMyBx. Offering a pro-
position may have the effect that the listener is
persuaded to believe the proposition (p 2 By).
Note that being persuaded is not encoded in up-
date rules but in the agent’s cognitive processes
(Section 2.4).

Definition 5 (offer) after the update of an offer
[x, y, p]! holds that p 2 MyD

By
x , p 2 MxMyD

By
x ,

p 2 MyBx and p 2 MxMyBx .

After a speaker (x) has granted an offer regard-
ing proposition p to a listener (y), that is [x, y, p]!+,
the following properties for the cognitive state
hold. The listener is aware the speaker believes
proposition p, that is, p 2 MyBx, and the speaker
is aware that the listener is aware of this, that is,
p 2 MxMyBx. Remember, this mental construct
is used to represent that the speaker has granted
the offer.

Definition 6 (granting an offer) after the update
of granting an offer [x, y, p]!+ holds that p 2
MyBx and p 2 MxMyBx.

After a speaker (x) has denied an offer regard-
ing proposition p to a listener (y), that is [x, y, p]!�,
the following properties for the cognitive state
hold. Similar to granting an offer, after denying

an offer, the listener is aware that the speaker does
not believe the proposition, that is, it is ignorant
towards it, p 2 MyIx. Also, the speaker is aware
of this, which is represented by p 2 MxMyIx.

Definition 7 (denying an offer) after the update
of denying an offer [x, y, p]!� holds that p 2 MyIx

and p 2 MxMyIx.

3 Agree to Disagree

If a group of experts are unable to agree on a
decision when for example two experts disagree
on some propositions that are needed to agree,
a persuasion dialogue may resolve the disagree-
ment by adding information to the expert’s belief
state (Walton and Krabbe, 1995). If all methods
to persuade have become exhausted, the experts
can conclude that they disagree on a specific sub-
ject and that they both agree on this. This agree-
ment may trigger the meta dialogue in which for
example a coin flipping method is proposed to re-
solve the problem. In this section, a dialogue rule
for agreeing to disagree is proposed, making the
disagreement common belief.

3.1 Disagreement

Two pieces of information are in disagreement
when they are not subsumed under each other
in the information order. Stated differently, two
pieces of information disagree when the truth-
values representing the information are not related
with respect to the information order k. For ex-
ample, t disagrees with f because t ⇥k f and
f ⇥k t, but u agrees with t because u k t.
An agent believing a proposition  : u and an-
other agent believing  : t do not disagree about
 , the latter agent is just more informed than the
former naive agent. Equally, t agrees with i be-
cause t k i, see also Figure 1.
A disagreement between two agents x and y

about the truth-value of term  exists if (and only
if) x believes a proposition  : ✓1 and y believes
proposition  : ✓2, and the truth-values disagree.
In line 1 of the example dialogue, Tv states that
the car is a Ferrari. After the update of cognitive
states, the Ia believes this and he concludes that
this car is not a safe car, but he is not yet aware
that Tv believes that this car is safe.



3.2 Awareness of Disagreements
An agent (x) is aware of a disagreement with an-
other agent (y) if and only if x believes a proposi-
tion  :✓1 and x is aware that y believes proposition
 :✓2 and ✓1 disagrees with ✓2. In line 3 of the ex-
ample dialogue Tv states that its car is safe. After
the cognitive state update of this act the Ia is aware
that Tv believes that the car is safe; the Ia is now
aware of a disagreement because it believes that
the car is safe. After line 4, Tv is also aware of the
disagreement.
Under the assumption that the dialogue only

results in additions of the agents’ cognitive states,
it can be proven that disagreement awareness al-
ways implies the existence of a disagreement and
that it is not possible that agents are incorrectly
aware of a disagreement. Note that if agents have
a disagreement, they need not be aware of this.
A second-order disagreement awareness exists

when an agent (x) is aware that another agent (y)
believes a proposition  :✓1 and x is aware that y
is aware that x believes proposition  :✓2 and ✓1
disagrees with ✓2. In line 5 the Ia states that it be-
lieves that the car is not safe, after the update, the
Ia is aware of a second order disagreement. After
line 6, Tv is also aware of this disagreement.

3.3 Resolving Disagreements
The minimal piece of information that is needed to
resolve a disagreement between two agents about
a term  is represented by proposition  : ⇠ that
if added to one of the agent’s belief state re-
solves the disagreement. Remember that in the
current dialogue game only additions of inform-
ation are possible and consequently, resolving dis-
agreement can only take place by adding sufficient
information to one of the two agent’s, rendering it
possibly inconsistent.

3.4 Dialogue Rule to Agree to Disagree
The situation in which participants may utter an
agreement to disagree can now be equated in a dia-
logue rule. The speaker (x) may propose to agree
to disagree about term  to the listener (y) if:

1. The speaker is aware that it has a disagreement
about term  with the listener, that is,  :✓1 2 Bx,
 :✓2 2 MxBy and ✓1 disagrees with ✓2.

2. The speaker is aware that the listener is also
aware of the disagreement, that is,  : ✓3 2
MxMyBx and ✓3 disagrees with ✓2.

3. The speaker is not aware of a set of proposi-
tions that it has not offered to the listener before
that could have resolved the disagreement if the
listener had accepted to believe them. Suppose the
proposition  :⇠1 represents the minimal amount
of information that if added to the listener’s be-
lief state resolves the disagreement. If for a set
of propositions � that is believed by the speaker
(� ✓ Bx) holds that if � were added to the
listener’s belief state then the disagreement would
have been resolved, that is,  :⇠1 2 cl(MxBy [�).
Furthermore, if a set of proposition � ✓ Bx

has been offered to the listener then holds that
� ✓ MxMyD

By
x . We can now state that the

speaker has no methods (sets of propositions �)
left to persuade the listener by (8� ✓ Bx)( :⇠1 2
cl(MxBy [ �) ) � ✓ MxMyD

By
x ).

4. According to the speaker, the listener is not
aware of a set of proposition not offered to the
speaker before that can resolve the disagreement if
the speaker accepts to believe them. That is, for all
sets of propositions  believed by the listener ac-
cording to the speaker ( ✓ MxBy) holds that if
these propositions  were believed by the speaker
then the speaker would have believed  :⇠2 repres-
enting the minimal information that is needed to
resolve the disagreement (according to the listen-
ers that the speaker is aware of), that is,  :⇠2 2
cl(MxMyBx [  ). If all these propositions  
have been offered and apparently this did not re-
solve the disagreement, that is  ✓ MxMyIx,
the speaker is aware that the listener has no meth-
ods left to resolve the situation. Formally, (8 ✓
MxBy)( : ⇠2 2 cl(MxMyBx [  ) )  ✓
MxMyIx).

5. The speaker is not aware that it proposed
to agree to disagree regarding the disagreement
before. Agreements to disagree are kept re-
cord of similar to manifested beliefs and desires.
MxMy�(x, y) states that x is aware of the agree-
ment to disagree by x between the agents.
If these five preconditions hold, the speaker may

propose an agreement to disagree regarding  , de-
noted [x, y, ( :✓3, :✓2)]�.



3.5 Generation of the Example Dialogue

The proposed dialogue game gives preconditions
to offer information. Combined with the formal
rule of the speech acts, the update rules and the
(not presented) axioms of theories of MVL, the
example dialogue can be proven to follow from
the initial collective state. Note that the agree-
ment to disagree is based on information regard-
ing the two agents involved in the disagreement.
This disagreement may need to be retracted when
new information is gained on how to resolve the
situation. This is because the agreement is based
on the absence of beliefs of only the two agents
that actually have the disagreement. If another
agent offers a proposition that resolves the dis-
agreement, the agreement to disagree needs to be
retracted.
With the help of software tools, the complete

state space of the dialogue game with its ini-
tial collective state is generated in one tenth of a
second, resulting in a graph with 37 nodes rep-
resenting the collective states and with 66 edges
representing speech act utterances with associated
cognitive state updates. This network comprises
177 different dialogues with three different final
collective states. One has to remember that an
agent accepts to believe a proposition if it is con-
sistent with its current belief state. This makes of-
fering information of crucial importance, resulting
in the three different endings.

4 Conclusions

We have given a formal semantics to the act of
uttering a proposal to agree to disagree; these
semantics are defined by formulating the rules
of usage in the context of a computational dia-
logue game for offering information. We have
shown that semantics of communicative acts can
be given with a dialogue game in an intuitive man-
ner, and that given the dialogue game a formal sys-
tem emerges in which sequences of communicat-
ive acts can be checked valid dialogues. Also dia-
logues can be generated from the dialogues and
update rules providing the possibility to analyse
dialogue games on useful properties like termina-
tion or whether the unbalanced desire/belief states
are resolved in the terminating collective states.

If two agents utter their agreement to disagree
they are mutually aware of the disagreement they
have about some proposition, this awareness is
vital in group decisions because these decisions
should not be based on information that agents dis-
agree upon. Once agents agree to disagree about a
proposition it cannot be used in future reasoning,
even previous decisions in which this proposition
played a role may be compromised.
Future research addresses agents that strategic-

ally select which speech acts to utter with the in-
tention to arrive at a collective state in which de-
sirable properties hold. Other research centres
around speech acts for retracting information. Re-
tracting information is an act of offering not to
believe a proposition, that is, an offering to for-
get. Retractions of information enhance the cur-
rent dialogue game by to retracting agreements to
disagree when new information comes to light.
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Abstract

The central characteristic of denials is
that they perform a non-monotonic cor-
rection operation on discourse structure.
A second characteristic is that they may
be used to object to various kinds of
information including presuppositions
and implicatures. In this paper we first
use standard DRT to capture these fea-
tures, implement an earlier proposal of
van der Sandt (1991) in DRT and point
out a shortcoming of that approach. We
then adopt Layered DRT. LDRT is an
extension of standard DRT designed to
represent and interpret different types of
information conveyed in a conversation
by distributing them over separate layers
of the same LDRS. We will then show
how LDRT allows us to solve the prob-
lems of the classic monostratal system.
The resulting system makes use of a di-
rected reverse anaphora mechanism to
locate, remove and negate the material
objected to.

1 Introduction

In the literature on denial and correction we can
roughly distinguish two views. The dominant
view has it that these phenomena are best cap-
tured within a general view of the semantics and
pragmatics of negation. In terms of speech act the-
ory this means that negatory force is located in the

negative morpheme. A particular influential state-
ment of this view is found in Horn (1985; 1989),
who distinguishes between an ordinary ‘descrip-
tive’ negation operator and a so-called metalin-
guistic negation. The former is the standard log-
ical connective contributing to truth-conditional
content, the latter is a non-truth-functional de-
vice that is meant to account for rejection of non-
propositional material. This comprises objections
to implicatural and presuppositional information,
and to infelicities arising from style and register.
Horn characterizes this operator as a metalinguis-
tic device which can be used to signal an objection
to an utterance on whatever grounds. This view
has a number of drawbacks. It implies that some
instances of of natural language negation are not
interpretable by semantic means. It also implies
an ambiguity in natural language negation which
is not realized in any known language.

We defend a second view according to which
the semantic notion of negation and the speech
act notion of denial are fully independent. De-
nial patterns with assertion in that its nature and
function should be accounted for in terms of the
discourse effects it gives rise to. Just as the pri-
mary function of assertion is to convey new in-
formation, the primary function of a denial is to
object to information which has been entered be-
fore and to remove it from the discourse record.
The central characteristic of denial then is that it
performs a non-monotonic correction operation on
contextual information. This approach has several
advantages. It yields a uniform account of denial,
which comprises the standard ‘propositional’ and



the marked cases, it does not force us to postulate
an ambiguity in the natural language negation, and
by incorporating ideas from Levinson (2000), van
Leusen (1994; to appear) and van der Sandt (1991;
2003) it can be implemented in a natural way in a
dynamic theory of discourse interpretation.

2 Denials in DRT

2.1 Dialogue

Van der Sandt (1991; 2003) gives a mechanism to
locate and remove the information conveyed by a
previous utterance in a discourse in order to ac-
count for the non-incremental behavior of denials
in discourse. An implementation of this account
in DRT requires some minor extensions to stan-
dard DRT; we need to keep track of who said what
and when in a dialogue in order to locate and re-
move a previous speaker’s contribution. We let a
discourse be a sequence of sentences, σ1, . . . ,σn.1
The first addition to the syntax of the DRS lan-
guage is harmless: we index every DRS condition
and reference marker with a natural number spec-
ifying the sentence σi it originated from.2

Our goal is now to incrementally build DRSs,
ϕ1, . . . ,ϕn, representing the various stages of the
ongoing discourse. We assume a given back-
ground representation ϕ0 as starting point for the
incrementation process.

2.2 Star conditions and reverse anaphora

We will assume that whenever an utterance is an-
alyzed as a denial of a previous utterance, this
denial is not further parsed, but leaves a sim-
ple negated ⋆-condition (¬[ ⋆ : ⋆ ]) in the
DRS. DRS-construction now proceeds as follows.
We first construct a preliminary sentence DRS
from the parse of the sentence and merge it with
the background DRS. The standard presupposi-
tional resolution mechanism will then bind or ac-

1We will sometimes use the terms ‘utterance’ and ‘sen-
tence’ rather loosely. The idea behind our terminology is that
an utterance can be conceived of as a sentence combined with
a representation of the context, where our notion of context
comprises both a DRS representing the common ground and
a Kaplanian context specifying the actual world, the speaker
and the time of the sentence under discussion.

2Who said what and when can now be encoded in DRS
conditions like speaker(x,37) and time(t,37), meaning that x
uttered σ37 at time t.

commodate the unresolved presuppositions and
other anaphoric expressions (van der Sandt, 1992;
Geurts, 1999). In the case of an assertoric utter-
ance the output of this process is a new DRSwhich
monotonically accumulates the new information
conveyed by the utterance.
However, if the utterance under consideration

gives rise to a ⋆-condition, we resolve it by a
mechanism we call reverse anaphora. This mech-
anism collects all material originating from the
previous utterance and moves it to the position of
the ⋆. Reverse anaphora thus has a non-monotonic
effect on the discourse structure established: the
contribution of the previous utterance is removed
from the main DRS and entered under the scope
of the negation introduced by the denial.3

2.3 Examples I
The following example of a presupposition denial
illustrates the procedure in some detail:

(1) σ1 The King of France walks in the park.
σ2 No, he doesn’t,
σ3 France doesn’t have a king.

Let the background ϕ0 be empty. The presuppo-
sitional expression of σ1 (represented here by un-
derlining) thus has to be accommodated. We de-
note the algorithms responsible for building pre-
liminary sentence DRSs, resolution, and reverse
anaphora, as Prel, Res, and RA respectively. ⊕ is
the merge operator.

(2) a. Prel(σ1) =
[ x1 : King of France1(x),

walk in park1(x) ]
b. ϕ1 = Res(ϕ0 ⊕ Prel(σ1)) =

[ x1 : King of France1(x),
walk in park1(x) ]

c. ϕ1 ⊕ Prel(σ2) =[
x1 : King of France1(x),

walk in park1(x), ¬2[ ⋆ : ⋆ ]
]

d. ϕ2 = RA
(
Res(ϕ1 ⊕ Prel(σ2))

)
=[

x1 : King of France1(x),
walk in park1(x),

¬2[ x1 : King of France1(x),
walk in park1(x) ]

]

3Cf. the account of Levinson (2000) who calls this pro-
cess quasi-anaphora



e. ϕ3 = Res(ϕ2 ⊕ Prel(σ3)) =[
: ¬2[ x1 : King of France1(x),
walk in park1(x) ],

¬3[ x3 : King of France3(x) ]
]

The upshot is that the final interpretation, ϕ3,
is equivalent to the predicate logical formula
¬∃x

[
KF(x) ∧ walk(x)

]
∧ ¬∃x

[
KF(x)

]
which is

easily seen to be equivalent to the intuitively cor-
rect ¬∃x[KF(x)].

2.4 Problems
Strawson’s famous (3) illustrates that we cannot
always just remove whatever is conveyed by the
offensive utterance:

(3) a. A man jumped off the bridge.
b. He didn’t jump, he was pushed.

Strawson (1952)

when processing (4b) we need to retain the dis-
course referent introduced for the man in (4a) in
order to bind the anaphoric pronoun.
Geurts (1998) argued against the strategy of re-

moving the full contribution of the utterance ob-
jected to, pointing out that the problem is a general
one. Consider an example where several presup-
positions are involved:

(4) a. The King of France knows I quit
smoking.

b. No he doesn’t, France doesn’t have a
king.

The presupposition objected to is that France has
a king and should be removed from the discourse
record. The presupposition that I quit smoking
seems to pass unharmed. We thus need to allow
for the possibility that the final representation re-
tains the latter information.
Another argument against removing the full

contribution of a sentence is the fact that speak-
ers sometimes overtly acknowledge parts of the
last utterance’s contribution while rejecting other
parts. A case in point is (5) where the second
speaker confirms that the person referred to is nice,
but denies the implicature evoked by the use of the
indefinite term ‘a lady’.4

4Adapted from the classic:
A: That was a nice lady I saw you with last night.

(5) a. Now, THAT’s a nice lady
b. Yes, she is, but she’s not a LAdy, she’s

my WIfe

In order to account for examples like (5) we need
to represent and interpret different types of infor-
mation conveyed by the very same utterance sep-
arately, thus enabling us to remove specific types
information while retaining others.

3 Using layers

We will use layered representations in order to di-
rect the reverse anaphora module at the offensive
layers only. This requires a further extension of
DRT which enables us to both encode and inter-
pret the various kinds of information. We adopt
Layered DRT (or LDRT for short).5

3.1 LDRT’s syntax
The syntax of LDRT is like that of standard DRT,
except that every discourse referent and DRS con-
dition is paired with a layer label, specifying
which kind of information it encodes. For the pur-
pose of this paper we index every label with a
number corresponding to the number of the sen-
tence from which it originated (and 0 for back-
ground information). We will here restrict our-
selves to the set of labels Λ0 given in (6):

(6) Λ0 = {0, fr1, . . . , frn, acc1, . . . , accn,
imp1, . . . , impn, p1, . . . , pn}

- fri ≈ the Frege layer, what is “said”
in the contribution of σi

- acci ≈ accommodated material com-
ing from pi-layer

- impi ≈ implicature invoked by σi

- pi ≈ presupposition triggered by σi

The primitive symbols of our LDRT language
fragment are:

- a set X of reference markers
B: That wasn’t a LAdy, that was my WIfe
Note that by his utterance B certainly does not imply that his
wife is not a lady as a purely truth-functional analysis would
predict. Grice (1989: 37) remarks: ‘Anyone who uses a sen-
tence of the form X is meeting a woman this evening would
normally implicate that the person to be met was someone
other than X’s wife, mother, sister, or perhaps even close pla-
tonic friend.’

5See Geurts and Maier (ms).



- (for some n) a set Pred(n) of n-place predi-
cates

- the set Λ0 of layer labels

The syntactic rules are as follows:

(7) a. if x ∈ X , L ⊆ Λ0, then xL =
⟨x,L⟩ ∈ X × ℘(Λ) is a labeled ref-
erence marker

b. if P ∈ Predn, L ⊆ Λ0, then PL is a
labeled predicate

c. if x, y ∈ X , L ⊆ Λ0, then x =L y is
a labeled condition

d. if x1, . . . , xn ∈ X , PL a labeled n-
place predicate, then PL(x1, . . . , xn)
is a labeled condition

e. if ϕ and ψ are labeled conditions, L ⊆
Λ0, then ¬Lϕ, ϕ ∨L ψ, and ϕ ⇒L ψ
are labeled conditions

f. ifU is a set of labeled reference mark-
ers and Con a set of labeled condi-
tions, then ⟨U,Con⟩ is an LDRS (no-
tation: ϕ = ⟨U(ϕ), Con(ϕ)⟩)

The following is an example of a sentence and
its preliminary LDRS representation:6

(8) a. σ1 = It is possible the Pope is right.
b.

[
xp1 : popep1

(x),
✸fr1 [: rightfr1

(x)],
¬✷imp1[: rightimp1

(x)]
]

This representation encodes the fact that the defi-
nite description ‘the Pope’ has a presuppositional
status. Given an individual that satisfies this pred-
icate the classical truthconditional (Fregean) con-
tribution is that he is possibly right, and with a
typical utterance of σ1 the speaker furthermore
conveys the implicature that he is not necessarily
right. The crucial feature of the LDRT represen-
tation is that all conditions inhabit their own layer
but nevertheless employ one and the same refer-
ence marker; the presuppositional, assertoric and
implicature expressions are all linked to the same
discourse referent, thus capturing the fact that they
all attribute some property to the same individual.

6We will use ¬✷imp1 [ : rightimp1 (x) ] as a notational
shorthand for ¬imp1

ˆ
: ✷imp1 [ : rightimp1 (x) ]

˜

3.2 LDRT’s semantics

The idea of LDRT’s semantics is that the truth def-
inition is relativized to a set of labels, which means
that we ignore all material labeled otherwise. The
truth definition is thus only a minor extension of
the standard definition of truth for DRSs in terms
of verifying or truthful embeddings, requiring only
two small adaptations: First, since ignoring certain
layers often causes the remaining layers to form
only an incomplete representation, missing per-
haps some essential reference markers, the truth
definition should be partial, i.e. for some choices
of layer sets a truthvalue is undefined. In the fol-
lowing we will use ↑ and ↓ to abbreviate unde-
finedness and definedness respectively.
Secondly, since we are going to talk about

propositions, we need at least an intensional ver-
sion, i.e. we need possible worlds. An intensional
model for our LDRT language fragment is a triple
⟨D,W,R⟩, where D is a set of individuals, W a
set of ‘possible worlds’, which we take to be inter-
pretation functions mapping basic predicates onto
their extensions, and an an accessibility relation R
(⊆ W 2). With respect to such models the clauses
below (9) give a partial definition of truth:

(9) For L ⊆ Λ0, an LDRS ϕ ,and embedding
functions f, g, define:
a. UL(ϕ) = {x ∈ X |

∃K[K ∩ L ̸= ∅ ∧ xK ∈ U(ϕ)]}
b. ConL(ϕ) = {ψ |

ψ is an LDRS condition ∧
∃K[K ∩ L ̸= ∅ ∧ ψK ∈ Con(ϕ)]}

c. f [X]g = f ⊆ g ∧
Dom(g) = Dom(f) ∪ X

Let M = ⟨D,W ⟩ be an intensional model. Let
f be a partial embedding of the set of reference
markers intoD,L ⊆ Λ0,w ∈ W , and ϕ an LDRS.

- ∥ϕ∥f
L,w =⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
g

∣∣ f [UL(ϕ)]g∧
∧∀ψ ∈ Con(ϕ)

[

∥ψ∥g
L,w = 1

]}
if ∃g

[
f [UL(ϕ)]g∧

∧∀ψ ∈ Con(ϕ)
[

∥ψ∥g
L,w ↓

]]

↑ otherwise



- ∥x =K y∥f
L,w =⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if K ∩ L = ∅ or
x, y ∈ Dom(f) ∧ f(x) = f(y)

0 if K ∩ L ̸= ∅ and
x, y ∈ Dom(f) ∧ f(x) ̸= f(y)

↑ otherwise
- ∥PK(x1, . . . , xn)∥f

L,w =⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if K ∩ L = ∅ or(
x1, . . . , xn ∈ Dom(f)∧
∧⟨f(x1), . . . , f(xn)⟩ ∈ w(P )

)

0 if K ∩ L ̸= ∅ and
x1, . . . , xn ∈ Dom(f)∧
∧⟨f(x1), . . . , f(xn)⟩ /∈ w(P )

↑ otherwise
- ∥¬Kψ∥f

L,w =⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if K ∩ L = ∅ or ∥ψ∥f
K∩L,w = ∅

0 if K ∩ L ̸= ∅ and ∥ψ∥f
K∩L,w ↓ and

∥ψ∥f
K∩L,w ̸= ∅

↑ otherwise
- ∥ψ ∨K χ∥f

L,w =⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if ∥ψ∥f
K∩L,w ↓ ∧∥χ∥f

K∩L,w ↓ and
∥ψ∥f

K∩L,w ∪ ∥χ∥f
K∩L,w ̸= ∅

0 if ∥ψ∥f
K∩L,w = ∥χ∥f

K∩L,w = ∅
↑ otherwise

- ∥ψ ⇒K χ∥f
L,w =⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if ∥ψ∥f
K∩L,w ↓ ∧∀g ∈ ∥ψ∥f

K∩L,w :
∥χ∥g

K∩L,w ↓ ∧∥χ∥g
K∩L,w ̸= ∅

0 if ∃g ∈ ∥ψ∥f
K∩L,w : ∥χ∥g

K∩L,w = ∅
↑ otherwise

- ∥✷Kψ∥f
L,w =

⎧
⎪⎨

⎪⎩

1 if ∀w′Rw : ∥ψ∥f
K∩L,w′ ↓ ∧ ̸= ∅

0 if ∃w′Rw : ∥ψ∥f
K∩L,w′ = ∅

↑ otherwise

Layered propositions or contents expressed by
LDRSs are defined as follows:

(10) Cf
L(ϕ) ={{

w
∣∣∃g ∈ ∥ϕ∥f

L,w

}
if ∃w[∥ϕ∥f

L,w ↓]
↑ otherwise

CL(ϕ) = C∅
L(ϕ)

This defines a wide variety of content notions
at once. For example ∥(8b)∥{p1,fr1} is the
proposition that the Pope is possibly right, and7
∥(8b)∥p1,imp1 the proposition that the Pope is not
necessarily right.
In order to determine e.g. ∥(8b)∥imp1 , the

proposition implicated by a sentence (a type of
content we will often need), we might use a
more sophisticated two-dimensional semantics,
allowing us to determine such open propositions
with respect to a backgroundable set of layers
in addition to the layer under evaluation. See
Geurts and Maier (ms) for such a two-dimensional
account. Here we will follow a simpler strategy
to determine a workable truthconditional substi-
tute for prima facie undefined open propositions
like ∥(8b)∥imp1 . The idea is to enlarge the set of
evaluated layers until a proposition is expressed.
Assuming that the layers we add, also express a
(more general) proposition we get a substitute for
the original undefined content by subtracting these
two from each other.

(11) a. C[K]
L (ϕ) =

W − (CK(ϕ) − CK∪L(ϕ)) ={
w ∈ W

∣∣ w ∈ CK(ϕ) →
w ∈ CK∪L(ϕ)

}

b. Cl(ϕ, L) = the smallestK ⊆ Λ0 s.t.
CK∪L(ϕ) ↓ (‘Closure set’)

c. C∗
L(ϕ) = C[Cl(ϕ,L)]

L (ϕ)

It is easily verified that C∗L(ϕ) = CL(ϕ) if both
are defined. And if the plain layered proposition
CL(ϕ) is not defined, we can think of C∗L(ϕ) as
modeling the (weakest possible) truthconditional
contribution of ϕ’s L layers.
As an example, consider again the possibly

right pope of (8): we saw that ∥(8b)∥imp1 is un-
defined because the implicature layer lacks a ref-
erence marker. The closure of imp1 is p1, so:

(12) C∗imp1
((8b)) =

W − (Cp1((8b)) − Cp1imp1((8b))) =
the proposition that if there is a Pope, then
there is a not necessarily right Pope

7leaving out subscripted and other obvious braces for con-
venience here and in the following



3.3 Directed reverse anaphora
The reverse anaphora algorithm depends on Off,
a mechanism for singling out offensive material
from an utterance that has been denied by a subse-
quent utterance. Off is defined as in (13), where L
and K are sets of labels.

(13) Off(ϕ,K) = the smallest L ⊆ Λ0 s.t.
C∗

L(ϕ) ∩ C∗
K(ϕ) = ∅

So Off(ϕ,K) gives us a set of labels that, in ϕ,
clashes with a given set K, in other words, the
smallest set of layers disjoint from K that cause
ϕ as a whole to be contradictory.
To direct the reverse anaphora mechanism in

an assertion-denial-correction sequence, σ1-σ2-σ3

(as in (1)), we again represent the contribution
of σ2 by a condition of the form ¬fr2[ ⋆ : ⋆
], as in 2.2. This however does not suffice for
Off to determine which layer is offensive, since
there is no contradiction yet. We thus first add
the layered contribution of σ3, causing a contra-
diction somewhere in our growing LDRS (say ψ).
We then determine the cause of the contradiction
on the basis of the fr-content of the correction:
Off(ψ, {fr3}). The conflicting material in the of-
fensive layer is now moved, by the modified re-
verse anaphora mechanism, to the place of the ⋆s
thus ending up under the negation in layer fr2.
Formally this comes down to the following re-

definition of reverse anaphora, RA∗

(14) RA∗
i (ϕ) = move UOff(ϕ,fri) and

ConOff(ϕ,fri) from their original position
in ϕ to where the ⋆’s are in ϕ (then erase
the ⋆’s)8 ,9

8ϕ ⊖ ϕOff(ϕ,{fri+2})

h
[ ⋆ : ⋆ ]"→ ϕOff(ϕ,{fri+2})

i

9Instead of moving the whole offensive layer determined
by Off we may need an even more finegrained Reverse
Anaphora algorithm moving only the smallest inconsistent
subDRS within that layer. This is essentially what Van
Leusen’s (to appear) ‘nonmonotonic updating’ does in order
to account for the discourse effects of denials and correc-
tions in a compositional, monostratal variant of DRT. Some-
thing like this finer grained targetting of offensive stuff is
needed to solve the problems posed by multiple accommo-
dation (4b) and the Strawson example (3b). A definition of
‘offensive material, conflicting with correction σi’, depend-
ing on the notion of syntactic DRS inclusion, ⊑, would have
to be added:
(i) OFF(ϕ, i) = the ⊑-smallest subDRS ψ,

ψ ⊑ ⟨UOff(ϕ,fri), ConOff(ϕ,fri)⟩, s.t.

Interpretation now proceeds as follows:

- If ⟨σi,σi+1,σi+2⟩ is an assertion-denial-
correction sequence, then ϕi+1 = Res(ϕi ⊕
Prel(σi+1)) = ϕi⊕

[
: ¬{fri+1}[ ⋆ : ⋆ ]

]
and

ϕi+2 = RA∗
i+2

(
Res(ϕi+1 ⊕ Prel(σi+2))

)

- Otherwise, ϕi+1 = Res(ϕi⊕Prel(σi+1)) and
similarly for ϕi+2

In the next section we will illustrate the workings
of the definitions given above by applying them to
some selected examples.

3.4 Examples II

Consider first an example of an implicature denial,
cf. (8):

(15) σ1 It is possible the Pope is right.
σ2 No, it is not POssible,
σ3 it is NEcessary that he is right.

We assume that the denial σ2 pertains only to part
of the content of σ1 and that the correction σ3 in-
dicates that only the implicature is at stake. The
step-by-step interpretation process of this dialogue
according to the Directed Reverse Anaphora algo-
rithm is shown below:

- ϕ0 = [x0 : pope0(x)]

- Prel(σ1) =[
xp1 : popep1

(x), ✸fr1 [: rightfr1
(x)],

¬✷imp1[: rightimp1
(x)]

]

- ϕ1 = Res(ϕ0 ⊕ Prel(σ1)) =[
x0 : pope0(x), ✸fr1 [: rightfr1

(x)],
¬✷imp1[: rightimp1

(x)]
]

- Prel(σ2) =
[

: ¬fr2[⋆ : ⋆]
]

- ϕ2 = Res(ϕ1 ⊕ Prel(σ2)) =[
x0 : pope0(x), ✸fr1 [: rightfr1

(x)],
¬✷imp1[: rightimp1

(x)], ¬fr2 [⋆ : ⋆]
]

- Prel(σ3) =
[zp3 : mascp3(z), ✷fr3[: rightfr3

(z)]]

C∗
Off(ϕ,fri)

(ψ) ∩ C∗
fri

(ϕ) = ∅
and RA∗ would be modified accordingly:
(ii) RA∗′ = move OFF(ϕ, i) to the position of the ⋆’s.



- ψ = Res(ϕ2 ⊕ Prel(σ3)) =[
x0 : pope0(x), ✸fr1[: rightfr1

(x)],
¬✷imp1[: rightimp1

(x)], ¬fr2 [⋆ : ⋆],
✷fr3 [: rightfr3

(x)]
]

- Cl(ψ, fr3) = {0} so C∗fr3
(ψ) is the proposi-

tion that if there is a pope, there is a necessar-
ily right one (see (12)).

- Off(ψ, fr3) = {imp1}, because C∗imp1
(ψ) is

the proposition that if there is a pope, there is
a not necessarily right one, which contradicts
C∗

fr3
(ψ), on the assumption that it is common

ground between the participants that there ex-
ists some unique pope.

- ϕ3 = RA∗(ψ) =[
x0 : pope0(x), ✸fr1[: rightfr1

(x)],
¬✷imp1[: rightimp1

(x)],
¬fr2[: ¬✷imp1[: rightimp1

(x)]],
✷fr3 [: rightfr3

(x)]
]

Note that van der Sandt (1991) and our implemen-
tation thereof was able to handle this example,
too, giving an equivalent representation as the fi-
nal output. However, in the course of the reso-
lution process it temporarily threw out the whole
contribution of the assertion objected to.
The example in (5), repeated below as (16),

shows that such an omnilayered removal is prob-
lematic:

(16) σ1 Now, THAT’s a nice lady
σ2 Yes, she is,
σ3 but she’s not a LAdy,
σ4 she’s my WIfe

The earlier monostratal proposal would in effect
first have to somehow acknowledge that the per-
son referred to is both nice and female with σ2,
but then by reverse anaphora remove that informa-
tion from the discourse representation along with
everything else conveyed by σ1. The information
that this person is female is then restored with the
correction σ4, but the suggestion that she is nice
does not survive. To see how the layered version
handles this case, note first that this example is a
little more involved than the previous ones since
it features an affirmation or acknowledgement, σ2,

of (part of the content of) σ1, before the familiar
denial (σ3) and correction (σ4).10

- ϕ0 = [x0 : woman0(x), pointed at0(x)]
(we start with a representation of someone’s
pointing at a woman)

- Prel(σ1) = [yp1 : pointed atp1
(y),

ladyfr1
(y), nicefr1(y), strangerimp1

(y)]
(assuming the use of ‘a lady’ invokes the im-
plicature that the person referred to is not a
close relative of the addressee)

- ϕ1 = [x0 : woman0(x), pointed at0(x),
ladyfr1

(x), nicefr1(x), strangerimp1
(x)]

- Prel(σ2) = [zp2 : femp2(z), nicefr2(z)]
(affirmation is treated just like asserted con-
tent)

- ϕ2 = Res(ϕ1 ⊕ Prel(σ2)) =
[x0 : woman0(x), pointed at0(x),
ladyfr1

(x), nicefr1fr2(x), strangerimp1
(x)]

- Prel(σ3) =
[

: ¬fr3[⋆ : ⋆]
]

(the negative sentence σ3 is marked as a de-
nial)

- ϕ3 =
[
x0 : woman0(x), pointed at0(x),

ladyfr1
(x), nicefr1fr2(x), strangerimp1

(x),
¬fr3[⋆ : ⋆]

]

- Prel(σ4) = [wp4 : femp4(w),wifefr4(w)]

- ψ = Res(ϕ3 ⊕ Prel(σ4)) =[
x0 : woman0(x), pointed at0(x),
ladyfr1

(x), nicefr1fr2(x), strangerimp1
(x),

¬fr3 [⋆ : ⋆],wifefr4(x)
]

- Off(ψ, fr4) = imp1, since C∗fr4
∩ C∗

imp1
= ∅

(‘if there is a woman pointed at, a woman
pointed at is a stranger’ and ‘if there is a
woman pointed at, a woman pointed at is
my wife’ do not strictly speaking contradict
each other, but they do once we add the by

10The formal handling of affirmations like this in the cur-
rent framework necessitates among other things some minor
revision of the assumed consecutive numberings in the formal
definitions of section 3.3. We will not spell out the details.



all means reasonable assumption that the dia-
logue partners assume the object of the point-
ing to be uniquely determined)11

- ϕ4 = RA∗(ψ) =[
x0 : woman0(x), pointed at0(x),
ladyfr1

(x), nicefr1fr2(x), strangerimp1(x),
¬fr3 [: strangerimp1

(x)],wifefr4(x)
]

4 Conclusion

In this paper we presented a representational ac-
count of the discourse function of denial in an
extension of DRT and discussed two variants of
what we called reverse anaphora. The first version
follows van der Sandt (1991) by removing the full
contribution of a previous utterance from the dis-
course record. We then presented directed re-
verse anaphora which removes the main objection
against the undirected version by allowing us to di-
rect and limit the retraction procedure to the offen-
sive part of a previous utterance. The mechanism
is able to do so by relying on a DRT-extension
that enables us to encode and interpret informa-
tion that historically has been labeled pragmatic
and non-truth-conditional in nature. The account
has moreover the advantage of being more general
than Horn (1989) and Geurts (1998) in retaining a
unified account of the propositional, implicature
and presuppositional denials, providing a general
semantics and accounting for the function of de-
nials in terms of their non-monotonic discourse ef-
fects.12

11The two-dimensional treatment of open propositions al-
luded to on page 5 and discussed in (Geurts and Maier, ms)
will give an immediate contradiction here.

12One might think that the style and register cases, dis-
cussed in Horn (1989) would escape our treatment since the
information objected too does not seem propositional in an
intuitive sense.

(i) They didn’t call the POlice—they called the poLIce.

We should remark that LDRT does allow us to account of
denials like (i), by positing a layer for intonational and other
surface features. However, the semantics of formal layers
turns out to require heavier semantic apparatus than we have
space here to develop, so we leave out examples like (i) in
our treatment of denial, and refer the interested reader again
to (Geurts and Maier, ms).
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Abstract

The subject of our study is one type of
"response" in dialogue, usually called
acknowledgment or positive feedback.
We show here how distinguishing be-
tween different acknowledgments is
central to the establishment of informa-
tion. The study is based on a french cor-
pus of direction-giving dialogues which
we have gathered. The factors that we
investigate about the acknowledgments
are their producer, their target and their
scope. We focus on the relations be-
tween those features and linguistic dis-
course markers.

1 Introduction

The subject of our study is one type of "re-
sponse" in dialogue, usually called acknowledg-
ment, and how it relates to the dynamics of settled
information in a conversation. Dialogue acts are
commonly divided between initiations (assertions,
questions, commands,...) and responses to initia-
tions; something also called "forward communica-
tive" and "backward communicative" functions in
the work of (Core and Allen, 1997).
There have been several studies detailing the

many roles that assertions, questions and answers
can have in a conversation. Coding schemes for
dialogue (Core and Allen, 1997; Carletta et al.,
1997) take great care in distinguishing these func-
tions. A lot of attention has been given to the

question/answer pair and answers and how it inter-
act semantically and pragmatically within a con-
versation (Asher and Lascarides, 1998; Ginzburg,
1994). Less emphasized is the role of all speech
turns ensuring that information exchanged is prop-
erly interpreted (feedback). The important work
of (Traum, 1994) has studied in some detail how
these utterances play a role in deciding the status
of information exchanged during a dialogue (mu-
tually accepted or under discussion). He empha-
sizes that different levels of acknowledgment ex-
ist as proposed by (Clark, 1996; Allwood et al.,
1992). It has often been noted that some utterances
signal something has been heard and are marking
expectations, while (Clark and Schaefer, 1989) for
instance, mention different kinds of evidence that
a speaker understands what has been previously
said. We want to show here how distinguishing
between such turns is central to the establishment
of information, along with question/answer pairs;
and how they can be accounted for in a structural
theory for representing dialogue. We have thus
studied the role and influence of several discourse
markers on acknowledgments, in a french corpus
of direction-giving dialogues which we have gath-
ered.

Since we want to explicit the relational nature
of such dialog acts, we have also studied the scope
of such acts within the structure of a dialogue.
We tried to integrate it in SDRT (Asher and Las-
carides, 2003) a theory in which dialogue structure
is defined as relations between utterances.

We present here a preliminary quantitative
study of factors taking a part in various types of



acknowledgments. We based our study on empir-
ical data, complementing more qualitative studies
such as (Allwood et al., 1992; Novick and Sutton,
1994).

2 Types of acknowledgments and
underlying processes

The feedback effects range from rejection to ac-
ceptance. Here, we will focus on positive feed-
back or acknowledgment. The speaker uttering the
response might have heard, understood or agreed
on the target of the backchannel. However, it is
not often clear what factors take part in defining
this level of acceptance, nor how they interact with
the other functions of feedback. As example, an
acknowledgment can support the current initiative
state (continuers, assessment (Schegloff, 1982) or
try to modify it (incipient speakership (Jurafsky et
al., 1998)).

We do not make a difference a priori between
acknowledgment of assertions, question/answer
pair or complete sub-dialogues1. We see the ques-
tion/answer pair as defining a kind of assertion
about the topic given by the question. We believe
the nature of the corresponding acknowledgment
is the same, even though the conditions they im-
pose on the actual form of the acknowledgment
can vary.
In a first analysis, we have listed the follow-

ing functions for the different kinds of feedback,
in accordance with other works (Allwood et al.,
1992; Clark, 1996; Carletta et al., 1997; Jurafsky
et al., 1998) considering this topic (terminology
may vary). We do not claim that it is very original
or more relevant than those cited above, but gives
a picture of the different concepts that seem to be
at play.

weak acknowledgment (continuer, support ac-
knowledgment) signals that what has been
said and heard without necessarily accepting
it. We will see that themost commonmarkers
for this phenomenon are (oui, ouais, mhmm)
(in English yes, mh). In (Traum, 1994), this

1Here we consider a question/answer compound strictly
as one question and one answer. Any other kind of ques-
tion/answer structures will be regarded as a subdialogue.

acknowledgment is a “grounding” act and be-
longs to the “ utterance” level.

strong acknowledgment (agreement, accep-
tance) accepts an utterance either as true
or as committing the receiver. It is mainly
uttered with oui, ok, d’accord (in English
yes, okay)2. In Traum’s taxonomy, accep-
tance is “core speech act” and belongs to the
“discourse” level. We put also confirmation
in this category often associated with (c’est
ça, exactement) (in English that’s it, exactly).
Indeed their originality comes from the
status of the speaker (informant or not).
Nevertheless, we will see that the form of
such confirmations allow us to recognize
them most of the time.

This classification is less fine grained (Clark,
1996) or (Allwood et al., 1992) who dis-
tinguish four levels of communication ((i)
contact-execution/attention, (ii) perception-
presentation/identification, (iii) understanding-
meaning/understanding, (iv) attitudinal reactions-
proposition/consideration)3. What we called
weak acknowledgment covers the levels (i) and
(ii); but, the determination of any difference
between marking attention and perception seems
hard to include in an annotation scheme without
accurate prosodic analysis. We prefer to infer
such difference from our basic annotated data.
For the same kind of reasons our annotation will
not integrate the fourth level. These remarks lead
us to the simple weak/strong division. But, during
the annotation task we will have only one kind of
acknowledgment. The weak/strong division will
come from succeeding inferences.

Feedback is associated with the establishment
of different kind of objects:(i) propositions and/or
their truth on the one hand (grounding), (ii) ref-
erents and their identity on the other hand (an-
choring). (Clark and Schaefer, 1989) and (et

2Since oui and ouais are already markers for weak ac-
knowledgment, the markers will be often ambiguous. We still
think that is possible to go a bit further in the analysis of these
turns by taking into account other information sources.

3In our list the first item belongs to Allwood’s terminol-
ogy and the second to the Clark’s one. There is two terms
in the second item because in Clark’s grounding levels the
actions of the speaker and of addressee are separated.



D. Wilkes-Gibbs, 1986) focus respectively on
these different aspects.

grounding (understanding, settling proposition)
is not related to the truth of utterances or the
acceptance of an order. It is just a coordina-
tion between the speakers on what has been
said. The participants agree on the content of
an utterance but not necessarily on the truth
of this constituent nor the acceptance of this
constituent for the current purpose (Clark and
Schaefer, 1989; Traum, 1994).
For instance: y a un café [...] qui s’appelle
le Matin.- le Matin (there is a café called le
matin - le matin) possibly followed by . I
don’t know where it is..

accepting (agreement), opposite to grounding,
leads to the acceptance of the truth about
the information agreed or at least it leads to
the acceptance of the information regarding
to the current purpose. In Clark’s terminol-
ogy, grounding describes the whole process
of information establishment, thus accepting
is just one level of this global process.
For instance: tu prends la rue des Filatiers à
gauche de là ou tu es - la rue des filatiers? -
oui - ok (you take the Filatiers street on the
left of where you are - the Filatiers street? -
yes - ok.).

anchoring (establishing referent) is finding an in-
ternal anchor in one’s beliefs for what has
been said by the other speaker (e.g. a com-
mon referent has been found, something cru-
cial in our examples). This explains the dif-
ference between the following example and
the one mentioned on grounding above: c’est
à dire après t’arrives à Esquirol quand tu
continues.- ouais ouais je vois où c’est Es-
quirol (then you arrive at Esquirol [Plaza]
when you go on - yeah yeah i see where Es-
quirol is).

closing is terminating a span of discourse as a
sub-dialogue (i.e a transaction in the dis-
course analysis literature – or an exchange)
either successfully voilà, c’est fini! ("here,
we’re done"), or unsuccessfully (en fait c’est
pas grave...) ("actually it doesn’t matter").

Here we’ll study only the positive (or suc-
cessful) closure. Generally only the speaker
with the initiative is allowed to perform a clo-
sure.

However it is not easy to find systematically the
function of a given feedback utterance. Moreover
interactions between those processes are complex.
There is not direct entailment between them ex-
cept maybe that accepting requires grounding.
Accept an utterance requires also most of the time
to anchor (establish all the referents within) it be-
fore. Finally a speaker could be wrong about what
he understood without realizing it right away, al-
lowing for later corrections.

To analyze how these notions are at play in con-
versations and how they interact with each other,
we have studied our corpus with a special attention
to the following factors:

the linguistic cues of agreement (discourse
markers, redundancies);

the kind of response acknowledgments take
part in;

the kind of target acknowledgments have
(mood and function);

the kind of structure is agreed on (the con-
texts of acknowledgments).

the role of the speaker (Is he the informant or
the informee? Does he have the initiative at
this very moment?)

3 A corpus of acknowledgments

To support our study of conversation structures,
we have recorded a set of dialogues between
French speakers located at two different places.
Speakers talked to each other on a phone. Speaker
A (the giver) had the task of explaining to speaker
B (the receiver) how to get from where B was to
the place where A was. A and B didn’t know each
other in advance. The corpus is made of 21 di-
alogues (about 9000 words) involving 23 speak-
ers4. The conditions of the experiment gave little

4Most of the participants only recorded one dialogue, but
some of them were involved in more than one (either in the
same or in different roles).



indications to the receiver outside of the conversa-
tion itself (no signs, no a priori common knowl-
edge), so we expected a lot of speech turns ex-
plicitly devoted to the settlement of information.
This was all the more important as the task itself
was discursive (speakers have to agree on the basis
of a linguistic description of a route)5. We focus
here on the conditions of acknowledgments during
such dialogs and on their occurrence in acknowl-
edgment structures. We use the acknowledgment
structure term to emphasize our special attention
on acknowledgment in discourse structures where
such phenomenon occurs.

3.1 Lexical cues for acknowledgments and
roles of the speaker

We have isolated a set of markers indicating pos-
itive feedback of the other speaker utterances,
listed in table (1), along with approximate English
equivalents. The determination of the set was not
an easy task. The question was to determine (i)
what can count as a discourse marker (DM) and
(ii) what can be associated to positive feedback.
With respect to the former issue, the literature

offers long (but non-exhaustive) lists of DM in En-
glish (Schiffrin, 1987; Aijmer, 2002; Stenström,
1994), in French (Auchlin, 1981; Colineau, 1997;
Reboul and Moeschler, 1998) and in other lan-
guages. These studies conclude that any word:
small group of words, or sound can be considered
as a DM when it becomes grammaticalized.
With respect to positive feedback, existing

works about DM in french, even when they con-
sider interactional DM, are not focused on their
feedback aspect (Auchlin, 1981). There is a lot of
studies about linguistic clues signaling feedback
in English (mainly developed to enrich dialogue
act taxonomies) but it seems difficult to use them
for french markers (See in Table 1). In fact, we de-
cided to devotemore attention to feedback because
we observed a significant number of speech turns
without propositional content (at least in a strict
sense) Our first set of DM was created from the
elements of these turns signaling a positive feed-
back obviously enough (e.g. 1). Within this set we
only kept markers who can form a speech turn by

5In the end, we isolated 337 acknowledgment acts, in a
total of 746 speech turns.

themselves. We hope this selection filters markers
of other phenomena like hesitating (euh) or attitu-
dinal changes toward information (ah, en fait) (ah,
actually)6.

(1) . c’est au 27 rue des Polinaires
. ouais je vois,
. en fait c’est rue des Polinaires,
. d’accord.
. voilà

(it’s the 27, Polinaires street – ok i see – in fact, its
on Polinaires street – ok – that’s it)

We add to the DM analysis the observation
of informationally redundant utterances who help
participants to infer acceptance as described in
(Walker, 1996). Such redundancies are also illus-
trated in example (1: ).

We found 337 various acknowledgments in our
corpus, only 34 without either of these markers7.
We indicate how many times each marker appears
in an acknowledgment by one participant (and in
parentheses, the number of times where it is the
only marker in the utterance).
About speaker’s variability, since there was

many participants, none of them will have a too
big influence on data. Local behaviour don’t mod-
ify global picture.

The asymmetry between the two participants al-
lowed us to investigatewhichmarkers were prefer-
ably used by someone with or without the ini-
tiative. In our corpus examples, the giver had
globally the initiative of the explanation. The
two "strong" acknowledgment markers voilà and
d’accord seem respectively typical of the giver
with the initiative and of the receiver without
it. These are noisy data obviously, since our
dialogues are mixed-initiative ones (Walker and
Whittaker, 1990) (i.e in our context initiative can
be locally taken by the receiver).

6See the very accurate studies of ah, oh and actually pro-
posed by (Schiffrin, 1987; Aijmer, 2002).

7Half of which are turns that repeat part of the previous
utterance, and the rest are marginal synonyms of cases listed.
Note also that Table (1) makes upmore than 337 since several
markers can appear in the same utterance.

8For technical reasons, this category covers only utter-
ances containing exactly a string from the target. It will be
interesting to extend the treatment in order to detect cases
where strings do not exactly match but are still redundant.



Table 1: Count and English equivalents of reported french acknowledgment markers
Count French markers Produced by Giver(alone) by Receiver(alone) English equivalents
141 oui, ouais 34(28) 107(85) yes/yeah
67 d’accord 18(13) 49(33) ok, I see
47 voilà 38(31) 9(9) exactly, that’s it
37 ok 9(6) 28(18) ok
29 mhmm 8(8) 21(20) mmmh
18 bon 10(5) 8(2) now, ok, well
14 je vois 1(1) 13(2) I see
12 repeat8 8 4 -
22 other - - -

The study of which utterances contain multiple
markers is also an indication of the strength of the
acknowledgment in the rough scale mentioned be-
fore, with the extreme example 2.
As it was pointed out by one reviewer, this kind

of acknowledgment could be a clue about attitu-
dinal changes in the speaker’s mind. We agree
with this conclusion; but, we still believe that even
when the producer of such feedback has changing
opinions about the target information, at the end
of the turn the information is strongly grounded or
rejected. The reason is just that by producing such
turns the speaker emphasizes her attention to this
piece of information, and thus has to signal accep-
tance or rejection.

(2) . et voilà c’est là
. en face la Poste.
. ah okay okay okay bon ben ouais d’accord.

( and there it is – facing the Post Office – ah ok ok
ok well yes i see )

Conversely, the mumbling mhmm is practically
always alone. It seems to confirm the intuition that
it is only a weak form of backchannel (the only
other case is mhmm ... ouais, ouais being a weak
form also). We prefer to consider the combina-
tion of several acknowledgments markers as only
one act instead of considering that each marker
produces an act. We made this choice because
in many cases DM were uttered together and very
quickly. Another frequent phenomenon is the rep-
etition of the same DM many times in a row. But
we agree the case could be made for considering
strictly one act for one marker. In the end we think
that these two working methods should lead to the
same conclusions. On one hand, the first one will
be considering the complex properties of the com-
bination of markers within an utterance. On the

other hand, the second will study the combination
of the acts.

3.2 Scope of the acknowledgments

Now we will turn to the difficult question of the
scope of the feedback. Backward acts scope is a
notoriously difficult issue. Here, the acknowledg-
ment structure is partly based on the target(s) of
the acknowledgments (see Table 2). If the target
was a single segment or a set of segments within
the same turn, we consider it as a narrow scope ac-
knowledgment. If the target is one utterance per-
forming a question/answer with a previous ques-
tion, we say that it is a QAP-scope acknowledg-
ment. Finally, if the target is another acknowledg-
ment whose target is not a simple initiation, the
segment under consideration will be set as a wide-
scope acknowledgment9.

We are aware of some flaws in this classi-
fication. For example, it is quite possible for
the number of segments concerned by a QAP-
scope acknowledgment to be the same as the
a wide-scope one (in case of assertive-ack-ack
and interrogative-answer-ack sequences). An-
other problem is when an answer is elaborated on
several segments or turns, their acknowledgment
will still be marked as a QAP-scope even when
the scope is very wide. Further work is needed
in order to make really accurate propositions; but,
we think this work depends very much on the in-
terpretation of question/answer structures.

9Agreement between annotators was good regarding the
labelling of acknowledgments ( ). Determining the
targets of such acts was less convincing ( ).



Table 2: Acknowledgments scope by cue words
ouais oui ok d’accord voilà mhmm bon Total

Narrow Scope 65 21 17 31 17 24 4 179
QAP Scope 12 1 5 8 7 1 7 41
Wide Scope 1 0 2 3 10 3 0 19
Total 78 22 24 42 34 28 11 239

3.3 Function of the acknowledgment target
As another preliminary step in the study of ac-
knowledgment structures, we have looked at the
function of the the previous utterance with the con-
text (her relational function).

The data presented in table (3) distinguishes
between task-related assertions (describing an
itinerary: introduction of landmarks (e.g. 3: )
or description of landmarks (e.g. 3: ), instruc-
tions (e.g. 3: ) and comments) and interactional
segments which are not related to the task (mainly
feedback turns).
We think these distinctions are important with

respect to the difference between acceptance and
anchoring, since anchoring is mainly about land-
mark management. The segment concerned by
the management of landmarks mainly aims to an-
chor the referents they include. On the other side,
the instruction needs to be grounded/accepted. To
sum up, anchoring underlies the establishment
of "managing referent segments" and grounding
underlies the establishment of "instruction seg-
ments".
(3) . euh tu remontes

. il y a une pizzeria.

. elle est à peu près au milieu de la rue.
(er you go up / there is a pizzeria / it is about the
middle of the street)

It is to be noted that these markers seem to have
very different functions since they appear in sig-
nificantly different contexts. This is an indication
of different kinds of agreements at play.

3.4 Closure
Closure has not be annotated. It’s a quite risky task
to determine at a given point of a discourse which
segments are closed and which are not. We do not
consider necessarily that a segment is closed defi-
nitely. Participants can still go back on it but it will
require an explicit signaling of this re-opening.

The tables 2 and 3 in conjunction give some
information about the preferred closure scope of
markers. We can notice that voilà is used to close
a lot of sub-dialogs (actually, it closes 30% of all
our dialogues). We see in table (3) that the pre-
vious utterance is often an acknowledgment itself,
thus another indication that something larger than
just one speech turn has been closed or is in the
process of being closed. In comparison, the seem-
ingly close marker "d’accord" is mainly used to
confirm recent, task-related pairs; it is rarely after
another acknowledgment.

It could also seem that voilà is ambiguous since
we noticed that it occurs a lot as an acknowledg-
ment of only one speech turn. However in that
case this marker is almost always produced by the
informant. It is used after a request for confirma-
tion ("alignment"), not an acknowledgment, so it
is easy to separate the two uses of the cue.

On the basis of this analysis, for each of these
marker, we gave a default feedback function corre-
sponding to those introduced in section 2 (table 4).
Lack of space prevents a detailed analysis here of
every marker but we hope to have shownwhat is to
be gained by a multiple factor analysis of this cor-
pus to determine the forms of acknowledgments.

4 Representation of acknowledgment
structures

We place ourselves within the framework of Seg-
mented Discourse Representation Theory applied
to dialogue (Asher and Lascarides, 2003). In
this perspective dialogue acts realized by utter-
ances are linked by "rhetorical" relations express-
ing their respective functions (semantic, inten-
tional or conventional functions). The SDRT hy-
pothesis about the relational nature of speech act
(Asher and Lascarides, 2003) fits pretty well our
representation of acknowledgments. In fact, One



Table 3: Acknowledgment targets by cue word
ouais oui ok d’accord voilà mhmm bon Total

Landmarks 46 14 13 24 9 12 4 122
Instructions 26 8 5 13 2 13 0 67
Comments 2 0 1 0 1 0 1 5
Feedback 4 0 5 5 22 3 6 45
Total 78 22 24 42 34 28 11 239

Table 4: Preliminary default properties of positive feedback french markers
Marker Grounding Accepting Confirming Closing Anchoring

oui,ouais,yes + neutral neutral neutral neutral
mhmm + - - - -

ok, d’accord + + - neutral neutral
voilà + - + + -
bon + - - + -
je vois + + - neutral +

c’est ça, exactement + - + neutral -
repeat10 + neutral neutral neutral neutral

of the most striking features of acknowledgments
is precisely their relational nature. The determi-
nation of a turn as an acknowledgment highly de-
pends on the nature of the target. As already sig-
naled in (Allwood et al., 1992) a turn consisting
of “yes” is interpreted as an answer if it targets a
yes/no question but as an acknowledgment if it is
related to an affirmative sentence.

About SDRT, some relations are considered hi-
erarchical ("subordinating") so they induce a par-
tial order and a tree that defines the structure of
the dialog. By attaching left-to-right the most re-
cent dialogue act only to the rightmost nodes of the
tree, SDRT imposes constraints to possible con-
tinuations of a dialogue situation (achieving in a
similar but arguably more flexible way what is re-
alized in other frameworks with a dialogue stack,
e.g. the QUD of (Ginzburg, 1994). Moreover parts
of the dialogue can be combined to make com-
plex nodes in the structure, open for further at-
tachments. It is thus easy to define acknowledg-
ment scopes as attachment at various levels of the
rhetorical structure of the conversation. Thus a
question/answer pair defines a superseding topic
node which is a possible site for a closure.

10Repetitions are not often by themselves. Thus they are
neutral regarding to their function. For example, repeat
mhmm is totally different from repeat voilà or repeat
c’est ça.

The actual treatment of positive feedback in
SDRT introduce only an acknowledgment relation
which corresponds to an acceptance. We propose
here to refine this point of view (i) by taking a
more cautious position on the default nature of
positive feedback (i.e. considering it as a ground-
ing act and not as an accepting act) and (ii) by
adding a closure relation. A weak acknowledg-
ment must leave all segments available as possible
attachments, whereas stronger forms of acknowl-
edgment seem to settle the topic under discussion.
So we have two relations: acknowledgment which
is a subordinating relation, and closure which is
a coordinating one. We do not have a relation
for strong acknowledgment because strength scale
in communication is not directly usable, at least
without taking an a posteriori position about in-
terpretation.
We still have to define precisely the semantics

(Inference Rules and semantic/structural effects)
of these relations in SDRT terms. And we have
also to bring in the picture the other phenomena
presented here (anchoring, accepting). We are not
planning to represent these processes by new re-
lations but rather by a combination of weak ac-
knowledge, closure and more information about
semantic content. Thus our model will take the
form of predicates taking as arguments speech
acts (SDRT’s label) for accepting11 and discourse

11This is actually already evoked by the settled predicate



referents for anchoring. Reasoning about feed-
back will also include inferences of implicit clo-
sure when it is not signaled by an explicit marker
as what we studied here. Finally SDRT will be
also useful when we will put in a same picture ac-
knowledgment and question/answers structures.

5 Conclusion

Our goal here was twofold: (i) refine analysis of
linguistic positive feedback (specially in french
language) by showingwhat factors can be isolated
(ii) focus on the form and on the targets of ac-
knowledgment acts (in a broad sense). The study
of markers of positive feedback is an invaluable
help, even though it has to be continued to fully
validate the choices made here. Moreover we also
still have to precise the representations proposed
within a formal theory of dialogue (SDRT), by
fully formalizing the conditions under which they
arise. This implies more complex interaction be-
tween semantics and the discourse structure.
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Abstract

Providing a generic and robust founda-
tion for the correct processing of short
utterances is vital for the success of a
multimodal dialogue system. We ar-
gue that our approach based on a three–
tiered discourse structure in combina-
tion with partitions provide a good basis
for meeting the requirements in such a
system. We present a detailed descrip-
tion of the underlying representation to-
gether with some show cases.

1 Introduction

Continuous recognition of speech and gesture puts
extra requirements on the part of a dialogue system
concerned with semantic processing. The success-
ful processing of tasks, like selecting the correct or
best analysis out of competing ones belong to the
basic processing abilities, but also resolving ambi-
guities are of great importance.

Utilizing some kind of discourse context is vital
for disambiguation, especially for vague, reduced,
or partial expressions, e. g., elliptical or referential
expressions. A typical example is depicted in fig-
ure 1, where the correct interpretation of U2 and
U3 relies on an elaborated discourse model.

In this paper we argue that our approach to dis-
course modelling which has borrowed its main

The research presented here is funded by the German
Ministry of Research and Technology under grant 01 IL 905.
The responsibility for the content is with the authors. We
would like to thank Stephan Lesch and Massimo Romanelli
for their help with implementation and evaluation.

U1: I‘d like to see a film tonight.
S1: [Displays a list of films] Here [ ] you see a

list of the films running in Heidelberg.
U2: Hmm, none of these films seems to be inter-

esting... Please show me the TV program.
S2: [Displays a list of broadcasts] Here [ ] you

see a list of broadcasts on TV tonight.
U3: Then tape the first one for me!

Figure 1: Dialogue excerpt 1

inspiration from (Luperfoy, 1992; Salmon-Alt,
2000) and (Wahlster, 2000) provides a generic,
simple and yet powerful basis for multimodal dis-
course modelling and processing. We construe
an unified representation of user and system con-
tributions for mono- as well as multimodal sys-
tems supporting the resolution of elliptical and
cross-modal referential expressions in a simple
and generic manner. Our work described here (see
also (Pfleger, 2002)) contributes to the DFKI core
dialogue backbone for multimodal dialogue sys-
tems.

2 The Dialogue Backbone

Our long term effort is to develop a reusable di-
alogue backbone. Though the present status has
been heavily coloured by the SMARTKOM project
(www.smartkom.org), parts of the backbone
are and have been used in several mono- as
well as multimodal dialogue systems including
monomodal and multimodal as well as typed and
spoken input/output (including gesture and facial
expressions), e. g., Miamm (www.miamm.org),



Comic (www.hcrc.ed.ac.uk/comic) and
NaRaTo, an industrial project aiming at a
typed NL interface for the ARIS tool-set (see
www.ids-scheer.com).

Discourse
Modelling

Presentation
ManagerFusion

Modality

External
Devices

External
Databases

Action
Planning

Generator
Speech

Gesture

Context Information

Main Data Flow

Dialogue Manager

Interpretation

Interpretation

Figure 2: Architecture of the backbone

We use a pipe-line approach enhanced with
several request-response interfaces (forward
and backward) between different components.
(Löckelt et al., 2002) contains a quite detailed
description of our architecture. In our current sys-
tem, some additional interfaces were introduced,
e. g., the output from the system is completely
processed by the discourse modeller (henceforth
DIM) supporting for instance the processing
of cross-modal referring expressions (see also
(Pfleger et al., 2003)).

The main communication representation within
the backbone is the so-called intention lattice con-
taining instances of our domain model, syntac-
tic information and scoring information etc. Our
domain model (Gurevych et al., 2003) is a hand
crafted ontology encoded in OIL-RDFS (Fensel et
al., 2001). Basis for its development are the ideas
of (Russel and Norvig, 1995; Baker et al., 1998).
The current version comprises more than 700 con-
cepts and about 200 relations. We apply closed
world reasoning - everything that can be commu-
nicated is encoded explicitly in our ontology.

Instances of the top-level types in the ontology
are called application objects. These are com-
plete descriptions of actions, such as accessing a
database or zooming a map. Parts of application
objects are called subobjects which are more often

atomic objects, e. g., channels and cities, although
they might be structured for example as time ex-
pressions and seat collections (which in our on-
tology have cardinality and a set of seats). Some
subobjects are meaningful for the action plan-
ner (henceforth AP), these subobjects are called
slots. A slot is a pair consisting of a name and a
path. Slots are unique, so given a slot name we
can uniquely find its corresponding path (and vice
versa). The effect of the presence of a slot in an
user intention is described in (Löckelt et al., 2002).

Central to this paper is the notion of path. Some
paths are defined by the action plans which, in a
sense, connect to the ontology by pointing into it.
Action plans define states and slots. Some states
are called goals and in each plan there is at least
one goal. For each goal there is a path called goal
path. The goal path is usually not a slot. A slot
is a pair consisting of a symbol and a path. Al-
though the plans are mainly used by AP they are
additionally utilized by several components of the
system.

We give a very short recapitulation of the pro-
cessing within the backbone (see also (Löckelt et
al., 2002)): user actions - speech and gesture - are
analyzed and interpreted and finally brought to-
gether in MF. DIM enriches the hypotheses with
contextual information and - based on the differ-
ent scores - finally selects the most probable hy-
pothesis and sends it to AP. Depending on input
and the dialogue state, AP may choose to access
some external devices before the modality fission
is requested to generate and present the system re-
action.

The analysis components of our backbone score
each hypothesis in different ways; a task we call
validation. Scoring is based on the knowledge in
the respective modules and on different views of
the user intention. Whereas, e. g., the language
analysis computes a score based on how linguistic
a certain path in the word lattice is, DIM computes
its score based on how well the hypothesis fits the
discourse context (see (Pfleger et al., 2003)).

2.1 Language Understanding

The task of the language understanding compo-
nent is to analyze the different hypotheses of the
speech recognizer and to assign to them a semantic



meaning in terms of the domain model. We use a
template based semantic parser (henceforth SPIN
(Engel, 2002)). The basic idea of the used ap-
proach is to apply so-called templates to a working
memory (WM) in a depth-first search fashion. Ini-
tially, the WM is filled with the recognized words.
In a first phase, templates capable of transforming
the initial words to simple objects (typically sub-
objects) are applied. Then, these objects are com-
bined to more complex objects (typically applica-
tion objects or nested subobjects). In case some
objects (or words) contribute nothing to the final
interpretation, a lower score is assigned to that par-
ticular interpretation.

Referring expressions are internally represented
as subobjects together with a feature called
reference. It is filled with information about
the characteristics of referring expression, e. g.,
definiteness and/or position in a list.

Referring expressions containing no type in-
formation of the referenced object, like this
one, are initially given the most common type -
PHYSICALOBJECT. However, it might, during
template application, be refined due to the intra-
sentential context. For instance, if a template re-
sponsible for creating an application object of type
INFORMATIONSEARCH expects a domain object
of type BROADCAST and the WM contains a do-
main object of type PHYSICALOBJECT, then the
type of the object in the WM is (destructively) re-
fined to the type BROADCAST.

2.2 Modality Fusion

The task of the modality fusion component is to
combine and integrate multiple hypotheses pro-
duced by the analyzers for the different modali-
ties. Pointing gestures are integrated into a speech
recognition hypothesis containing deictic expres-
sions by replacing the referring expression with
the object associated with the gesture. A differ-
ent strategy is applied if a gesture is recognized
accompanying a spoken utterance without a deic-
tic expression. In that case, the ontology is utilized
in order to find possible insertion places.

In case a spoken utterance contains referring ex-
pressions that cannot be resolved with gestures,
MF requests DIM and replaces the referring ex-
pression with the possible discourse objects.

Following (Nigay and Coutaz, 1993), we cur-
rently process synergistic input, i. e., a combi-
nation of coherent information from gesture and
speech which can be mapped onto a single domain
object and exclusive input, i. e., either the input is
speech- or gesture-only.

3 Discourse Modelling

Context Representation: Our approach to dis-
course modelling is based on a generalization of
(Luperfoy, 1992) together with some ideas from
(Salmon-Alt, 2000) and (Wahlster, 2000). Follow-
ing the ideas of (Luperfoy, 1992), we use a three-
tiered context representation where we have ex-
tended her linguistic layer to a modality layer (see
Figure 3). Additionally, we have adopted some
ideas from (Salmon-Alt, 2000) by incorporating
directly perceived objects and compositional in-
formation of collections. Basic discourse opera-
tions used in (Wahlster, 2000) has been further de-
veloped (see (Alexandersson and Becker, 2003)).
For more details please see (Pfleger, 2002; Pfleger
et al., 2003)

The advantage of our approach to discourse rep-
resentation lies in the unified representation of dis-
course objects introduced by the different modali-
ties. As we show below, this not only supports the
resolution of elliptical expressions but allows for,
i. e., cross-modal reference resolution. The con-
text representation of the discourse modeller con-
sists of three levels:

Modality Layer: The objects at the modal-
ity layer (MOs) encapsulate information about the
concrete realization of referential objects. We em-
ploy three types of objects: (i) Linguistic Objects
(LOs) providing information about linguistic fea-
tures, e. g., number and gender, (ii) Visual Objects
(VOs) providing information about the position on
the screen, and (iii) Gesture Objects (GOs) provid-
ing no realization information but which are used
to group objects together. Each modality object
is linked to a corresponding discourse object and
shares its information about its concrete realiza-
tion with the discourse object (see figure 4). Im-
portant for this paper is that a MO provides infor-
mation about its original position within the event
structure - its path in the corresponding application
object it is embedded in.
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Figure 3: The Multimodal Context Representation. The dashed arrow(s) indicates that the value of the
broadcast in the (new) structure to the right is shared with that of the old one (to the left).

Discourse Object Layer: This layer contains
discourse objects (DOs) which serve as referents
for referring expressions. A DO is created every
time a concept is newly introduced into the dis-
course by speech and for directly perceived con-
cepts, e. g., graphical presentations (Salmon-Alt,
2000).

Two classes of information are used by a DO
(i) modality specific information, and (ii) domain
information. For each concept introduced during
discourse there exists only one DO independent of
how many MOs mention this concept. Each DO is
hence unique.

The compositional information of DOs repre-
senting collections of objects is provided by parti-
tions (Salmon-Alt, 2000).

Partitions represent collections of objects and
are based either on perceptive information, e. g.,
the list of broadcasts visible on the screen, or dis-
course information stemming from grouping dis-
course objects. The elements of a partition are
distinguishable from one another by at least one
differentiation criterion. Yet, one element alone of
a partition may be in focus, according to gestural
or linguistic salience. Figure 4 depicts a sample
configuration of a discourse object (DO2) with a
partition.
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Figure 4: Discourse Objects

Domain Object Layer: The domain object
layer encapsulates the instances of the domain
model and provides access to the semantic infor-
mation of objects, processes, and actions. Initially,
the semantic information of a DO is defined by
a subobject (possibly embedded in an application
object) representing the object, process, or action
it corresponds to. This information is only ac-
cessed by the DO. However, the semantic infor-
mation of a DO might be extended as soon as the



object is accessed again. Consider for example
DO42 initially representing a movie with the title
“The Matrix” (created by the user request “When
will the movie The Matrix be shown on televi-
sion?”). The system will respond with present-
ing a list of broadcasts of the movie “The Matrix”
(accompanied with information specific to the dif-
ferent broadcasts, like time, database key, channel
etc). Now, if the user selects one of the movies
- “tape this [ ] one” - the initial information of
DO42 will be extended with this additional infor-
mation.

3.1 Modelling Attentional State

We differentiate between two focus structures re-
stricting access to objects stored in the discourse
model: (i) a global focus structure and (ii) a local
focus structure. The former represents the topical
structure of discourse and resembles a list of fo-
cused items - focus spaces - ordered by salience.
In SMARTKOM, the global focus is imposed by
the action planner providing a flat structure of
discourse in terms of discourse topics. A focus
space covers all turns belonging to the same topic
and enables access to a corresponding local focus
structure (see also (Carter, 2000)).

A local focus structure provides and restricts ac-
cess to all discourse objects that are antecedent
candidates for later reference. Also on this level,
the content of the structure, i. e., discourse objects,
are ordered by salience. For each user or system
turn, the local focus structure for this topic is ex-
tended with all presented concepts (see also figure
3).

3.2 Initiative–Response Units

To further restrict and provide access to referents
we use simplified, flat initiative–response units or
IR-units (Ahrenberg et al., 1991), mirroring who is
having the initiative. This information has effects
on the interpretation of partials (Löckelt et al.,
2002). Our flat treatment is robust and despite its
simpleness capable of processing one-level sub-
dialogues, i. e., cases where, if the user has the
initiative, the system imposes a sub-dialogue by
stealing the initiative by requesting additional re-
quired information.

4 Discourse Processing

We now turn to the task of processing, e. g., refer-
ring expressions. In this section we describe how
the structures presented in the last section are uti-
lized.

4.1 Context Dependent Interpretation
Our main operations for the manipulation on in-
stances of our domain model is unification and
a default unification operation we call OVERLAY
(Alexandersson and Becker, 2003). The starting
point for the development of the latter operation
was twofold: First we view our domain model as
typed feature structures and employ closed world
reasoning on their instances. Second, we saw that
adding information to the discourse state can be
done using unification as long as the new infor-
mation is consistent with the context. However, as
the user changes her mind and specifies competing
information, unification will fail. Instead, we saw
the need for a non-monotonic operation capable of
overwriting parts of the old structure with the new
information and at the same time keep the infor-
mation still consistent with the new information.
The solution is default unification, e. g., (Carpen-
ter, 1993; Grover et al., 1994) which has proven
to be a powerful and elegant tool for doing ex-
actly this: Overwriting old, contextual information
- background - with new information - covering -
thereby keeping as much consistent information as
possible.

U4: What is on TV tonight?
S4: [Displays a list of broadcasts] Here [ ] you

see a list of the broadcasts running tonight.
U5: What is running on CBS?
S5: [Displays a list of broadcasts for CBS

tonight] Here [ ] you see a list of the broad-
casts running tonight on CBS.

U6: and CNN?
S6: . . .

Figure 5: Dialogue excerpt 2

We distinguish between full or partial utter-
ances. Example of the former is a complete de-
scription of an user action, e. g., U4 in Figure 5,
whereas partial utterances often but not necessar-
ily are elliptical responses to a system request. We



handle these cases differently as described below.

4.2 Full Utterances
For, e. g., task-oriented dialogues, there are many
situations where information can and should be in-
herited from the discourse history as shown in the
dialog excerpt in figure 5. Due to spatial restric-
tions on the screen it may be impossible for the
system to display every broadcast for all channels,
e. g., in S4. The system therefore chooses some
broadcasts of some channels. Clearly, the inten-
tion in U5 is to ask for the program on CBS tonight
thus requiring the system to inherit the time ex-
pression from U4. Default unification provides
an elegant mechanism for inheriting information
from the background for these cases. Full utter-
ances are processed by traversing the global focus
structure and pick the focused application object in
each focus space (if any). In figure 5, default uni-
fying U5 (covering) with U4 (background) results
in what is running on TV on channel CBS tonight.

4.3 Partial Utterances
For the interpretation of partial utterances (hence-
forth partials) we gave a detailed description in
(Löckelt et al., 2002). The general idea is to con-
vert the partial to an application object - referred
to as bridging - and then use this application ob-
ject as covering and the focused application object
as background. There is, however one more chal-
lenge we have to face: resolving referring expres-
sions. Given resolved referring expressions and
the correct bridging we can use the basic process-
ing technique as described above in section 4.2.
Next, we concentrate of the latter whereas the for-
mer task is described in section 4.5.

4.4 Resolving Referring Expressions
There have been many proposals in the literature
for finding antecedents for referring expressions,
e. g., (Grosz et al., 1995). These approaches typ-
ically advocate a search over lists containing the
potential antecedents where information like num-
ber, gender agreement etc. are utilized to narrow
down the possible candidates. Our approach to
reference resolution is a bit different. Addition-
ally, in a multimodal scenario, the modality fusion
first has to check for accompanying pointing ges-

tures before accessing the discourse memory. In
case of a missing gesture, DIM receives a request
from modality fusion containing a subobject as
specific as possible inferred by the intra-sentential
context. This goes together, if possible, with the
linguistic features and partition information. DIM
searches the local focus structure and returns the
first object that complies with the linguistic con-
straints in the respective LO and unifies with the
object of the corresponding DO.

We resolve three different referring expressions:
Total Referring Expressions: A Total Refer-

ring Expression is the condition where a referring
expression co-refers with the object denoting its
referent. Those referring expressions are resolved
through the currently active local focus. The first
discourse object that satisfies the type restriction
and that was mentioned by a linguistic object with
the same linguistic features is taken to be the in-
tended referent. In this case, there is a linguistic
sponsorship relation established between the refer-
ring expression and its referent.

If no linguistic sponsorship relation can be es-
tablished, DIM tries to establish a discourse spon-
sorship relation. This condition is characterized
by a mismatch between the linguistic features but
the objects themselves are compatible (unifiable).

However, if both conditions are not fulfilled, the
focused discourse objects (but only the ones most
focused on) of the other global focus spaces are
tested thereby searching for a discourse object that
allows for a linguistic sponsorship relation.

Partial Referring Expressions: In the case
of a partial referring expression, the focus struc-
tures are searched for a discourse object that shows
compositionality and satisfies (i) the differentia-
tion criterion specified in the partition feature
of the request, and (ii) has a discourse object - DO
- in its value feature of the partition that satisfies
the value feature of the partition (see figure 4). The
first such DO is returned.

Discourse Deictic Expressions: If the type of
the referring expression cannot be identified, the
focused discourse object of the currently active lo-
cal focus is tested as to whether it shares the lin-
guistic features with the request. If it does, that
discourse object is taken to be the intended ref-
erent, otherwise the referring expression is inter-
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Figure 6: An application object representing the
reservation of two seats.

preted as being a discourse deictic one in which
case the discourse object representing the last sys-
tem turn is returned.

4.5 Partial Utterances Revisited

We return to the interpretation of partials again.
After being processed by MF, an intention is now
guaranteed to be either an application object or, as
we will focus on now, a subobject representing a
partial. Processing partials consists of two steps
(see also (Löckelt et al., 2002)):
1: Find an anchor for the partial. If present, the
anchor is searched for and possibly found under
(i) the list of expected slots, (ii) in the local focus
stack, or, finally, (iii) in the list of possible slots.
2: Compute the bridge by using the path in either
expected or possible slots, or in the MOs in the
local focus stack.

There are, however, some exception to this gen-
eral scheme of which we provide two examples:

User provides too much information: If the
system has the initiative thus requesting for infor-
mation, the user might provide more, still com-
patible information than asked for. A good exam-
ple is the case where, during seat reservation for
a performance, the system asks the user to spec-
ify where she would like to sit. The expected slot
is in this case pointing to a seat. In our domain
model the seat part of a set construction contains
not just one seat but, e. g., a set of seats and cardi-
nality. If the user contribution specifies something
like “Two seats here [ ]1” then the user contribu-
tion will not fit the expectation.

1. . . where [ ] stands for an encircling gesture.

A representation of the reservation is schemat-
ically depicted in figure 6. The system asks for a
specification of a seat, i. e., an information at the
end of the path f1:f2:. . . :seats:seat which is a par-
tial of type SEAT. The answer contains the expec-
tation which, however, is embedded in an object
consistent with the expectation. The correct pro-
cessing of such an answer is to walk along the ex-
pectation until the answer is found. If this happens
before the end of the expected path, the rest of the
path (seat) has to be part of the subobject.

Manipulations of Sets: For the correct pro-
cessing of the example above, we had to extend
OVERLAY with operations on sets, like union. Us-
ing almost the same example, we have the case
where the user is not satisfied with the reservation
and replies to the system request “Is the reserva-
tion OK?” with a modification containing manip-
ulations of, in this case, a set of seats by uttering
“two additional seats here [ ]”. The process-
ing consists of two steps: (i) SPIN marks the seats
in the intention hypothesis with a set modification
flag. (ii) MF requests the focused set of seats from
DIM and computes the allowed set of, in this case
additional seats. (iii) The intention is now contain-
ing two seats (pointed at with the set modification
flag) which are then processed by DIM in the same
way as described above: The path from the root
of the focused application object corresponding to
the set of seats in the discourse memory. These
are found in the local focus stack. After comput-
ing the covering, OVERLAY is performed where
the sets of seats in the background and covering
are unified with union.

5 Evaluation

The evaluation of DIM is part of a bigger adven-
ture where we are seeking the answer to the fol-
lowing questions:
Ellipses and Anaphora: including cross-modal
anaphora. In how many cases do we find the
right antecedent for spoken referential expres-
sions, e. g., “Tape it!”, “Tape this one”, “Tape the
first”. In addition to speech recognition, the per-
formance of MF and SPIN plays a central role.
Enrichment: Using default unification as ba-
sic operation for discourse has the drawback that
sometimes too much - still consistent - contextual



information is inherited. Consequently we are cur-
rently rather bothering about what not to inherit
than what to inherit.
Score: Did the scoring from all components con-
tributed to the selection of the correct hypothesis?

The evaluation is at the moment of writing not
completed, but we hope for some indication of the
system performance at the workshop.

6 Conclusions

We presented a generic robust discourse module
which has been developed for and used in several
mono- as well as multi-modal dialogue systems.
Our “largest” system is a multimodal system for
which about 50 different functionalities have been
implemented, e. g., (Reithinger et al., 2003). Dur-
ing the development, we have tested the system on
far more than 300 test dialogs. Our next, oblig-
atory step is evaluation. Another topic for future
development is more support for modality fission.
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Abstract

We present an approach to utterance
representation which views utterances
and their sub-constituents as instruc-
tions for contextual update: programs
in a dynamic logic defined with re-
spect to the dialogue gameboard of
(Ginzburg, 1996; Fernández, 2003b).
This approach allows utterance process-
ing protocols to be represented within
the grammar rather than postulated as
separate dialogue processes: it also al-
lows a view of incremental grounding
and clarification which reflects the in-
sights of dynamic semantics and al-
lows us to treat salience and information
structure in a coherent manner.

1 Introduction

The Information State (IS) approach to dialogue
modelling has received much attention in recent
years (see e.g. (Cooper et al., 1999; Larsson et al.,
2000; Lemon et al., 2001)). This approach allows
modelling of the information available to each par-
ticipant at each stage of the dialogue, with updates
to this information being defined in terms of up-
date protocols postulated as part of one’s general
dialogue capability.
In this paper we discuss an alternative view of

IS update processes: that updates can be defined as
part of the grammatically conveyed content of ut-
terances. We present an approach to utterance rep-
resentation which views utterances and their sub-

constituents as instructions for contextual update:
programs in a dynamic logic defined with respect
to the dialogue gameboard of (Ginzburg, 1996;
Fernández, 2003b). We argue that this approach
has several advantages: transferring the burden of
definition from general protocols to utterance con-
tent allows us to simplify the protocols, transpar-
ently express the update rules as part of our lin-
guistic/grammatical competence, and reflect the
insight of Gricean pragmatics that utterance con-
tent includes the speaker’s intended effect on the
hearer. It also provides us with a framework within
which each sub-utterance can give its own effect
on the context, allowing us to reflect the basic in-
sights of dynamic semantics and define a simple
approach to grounding and clarification.
The rest of the paper is structured as follows:

section 2 describes some theoretical background
underlying our approach. Our proposal is then
presented in section 3, and applied to concrete
phenomena such as grounding and the given/new
distinction. In section 4, we sketch the HPSG-
based grammatical framework we assume. Sec-
tion 5 and section 6 show how our approach can be
extended to integrate update rules and clarification
questions, respectively. We present our conclu-
sions and directions for further work in section 7.

2 Background

2.1 The Dialogue Gameboard
We adopt the theory of dialogue context developed
in the KOS framework (Ginzburg, 1996; Ginzburg,
ms). In KOS, conversational interaction involves
updates by each dialogue participant of her own



dialogue gamebord (DGB), a data structure char-
acterised by the following components: a set of
FACTS, which the dialogue participants take as
common ground; a partially ordered set of ques-
tions under discussion QUD; and the LATEST-
MOVE made in the dialogue.

2.2 Grounding and Clarification
Following Ginzburg (1996)’s work, (Ginzburg and
Cooper, 2001; Ginzburg and Cooper, forthcom-
ing) present an analysis of clarification questions
which motivates a highly contextually dependent
representation of utterances. Utterance types are
viewed as lambda-abstracts over a set of contex-
tual parameters, i.e. as functions from context to
content. In HPSG terms, this is achieved by intro-
ducing a new C-PARAMS feature, which encodes
the set of contextual parameters of an utterance,
and is amalgamated over syntactic daughters by a
C-PARAMS Amalgamation Principle. The ground-
ing process for an utterance then involves finding
values for these contextual parameters. Failure to
do this results in the formation of a clarification
question.

2.3 The Utterance Processing Protocol
To account for how utterances get inte-
grated into a dialogue participant’s IS,
Ginzburg and Cooper (2001) formulate a set
of instructions – the Utterance Processing Proto-
col (UPP) – for a dialogue participant to update
her IS, leading either to grounding or clarification.

1. Add U to PENDING
2. Attempt to ground U by instantiating

each P in C-PARAMS
3. If successful:

3(a). remove U from PENDING;
3(b). add content(U) to LATEST-

MOVE;
3(c). If content(U) = assert(P):

push whether(P) onto QUD
3(d). If content(U) = ask(Q):

push Q onto QUD
4. Else: form clarification question C(P

) and add ask(C(P)) to AGENDA

Listing 1: Utterance Processing Protocol

Listing 1 shows a simple version: utterances are
first added to PENDING for the grounding process,

which consists of attempting to identify the refer-
ents of the elements of C-PARAMS in context. Fail-
ure leads to the formation of a clarification ques-
tion relevant to that parameter. Success leads to
removal from PENDING and addition to LATEST-
MOVE. In the case of assertions, a question rel-
evant to the asserted proposition is also added to
QUD; in the case of ask moves, the asked question
is added to QUD; other moves such as orders may
have their own specific actions specified (although
in the case of seemingly “empty” moves such as
greetings, they may not).

2.4 Formalising the DGB with Dynamic
Logic

In (Fernández, 2003a; Fernández, 2003b) the
DGB is formalised using first-order Dynamic
Logic (DL) as it is introduced in (Harel et
al., 2000) and (Goldblatt, 1992). Thus,
Fernández (2003b) uses the paradigm of DL fa-
miliar from AI approaches to communication
modelling1 to formalise not motivational attitudes
but information states and update processes on in-
formation states.
In short, DL is a multi-modal logic with a pos-

sible worlds semantics, which distinguishes be-
tween expressions of two sorts: formulae and pro-
grams. The language of DL is that of first-order
logic together with a set of modal operators: for
each program there is a box and a diamond

operator. The set of possible worlds (or
states) in the model is the set of all possible assign-
ments to the variables in the language. Programs
are interpreted as relations between states. Atomic
programs change the values assigned to particular
variables. They can be combined to form com-
plex programs by means of a repertoire of program
constructs, such as sequence ; , choice , iteration
* and test ?.
Given that in DL transitions between states are

changes in variable assignment, the components of
the DGB are modelled as variables ranging over
different domains, while update operations are
brought about by program executions that involve
changes in variable assignments. See (Fernández,

1For some DL-inspired formalisations within the Beliefs,
Desires and Intentions (BDI) tradition, see e.g. (Cohen and
Levesque, 1990; Sadek, 1991; Moore, 1995).



2003a; Fernández, 2003b) for the details of the
formalisation, as well as for a basic introduction
to first-order DL.

3 Utterances as Programs

Our approach in this paper is to view utterances
as DL programs: as such, an utterance denotes
a transition between states . As long
the program contains all relevant instructions for
updating the IS, the UPP no longer needs to be
specified separately – instead, we merely spec-
ify that an IS can integrate an utterance iff

(i.e. suceeds for the current
IS).

3.1 About the formalism

Following (Fernández, 2003a; Fernández, 2003b),
we use the variable names FACTS, QUD and LM
to represent the three different components of the
DGB. To distinguish between the information that
has been commonly agreed on during the dialogue
(stored in the initially empty FACTS) and the more
general context available to a dialogue participant,
we also include an additional variable BG (back-
ground).
We distinguish between individual variables

ranging over terms, and stack variables ranging
over strings of terms. The atomic programs we
use to manipulate these variables are simple as-
signments ( ), where is an individual vari-
able and is a term; and X push and X pop
programs, where X is a stack variable (i.e. a string
of elements) and stands for the element to be
pushed onto X.
LM is an individual variable ranging over

moves; QUD is a stack variable ranging over
strings of questions. Although we think of BG
and FACTS as sets, we also model them as stack
variables ranging over strings of terms. This al-
lows us to use the pop program to check whether
some term belongs to FACTS/BG or not: if is
in FACTS/BG and we pop the stack repeatedly,
will show up at some point as the head of the stack.
Thus, we will use the notation FACTS/BG
as an abbreviation for FACTS/BG pop
head FACTS/BG .

3.2 Replacing the UPP
The most basic form an utterance program can
take is:

LM

thus assigning a conversational move to LM,
as per part 3(b) of the original UPP (see listing 1
above). The effects of parts 3(c,d) of the UPP are
achieved by more complex programs for questions
and assertions, which are sequences of atomic pro-
grams, as follows:

LM QUD push

LM QUD push

We assume that these programs are assigned to
utterances by the sentence grammar (we currently
use a HPSG grammar which relates program to
sentence type – see section 4). We can visualise
the effect of the above as a transition between ISs:

LM

QUD

LM

QUD

Figure 1: Utterance as IS transition

In this way, the meaning associated with a par-
ticular move encapsulates the speaker’s intention
(in the case of an ask move, to introduce the asked
question to QUD).

3.3 Grounding
This approach also allows us to formulate
programs which achieve the same effect as
Ginzburg and Cooper (2001)’s application of the
utterance abstract to the context – namely the
identification of referents in the contextual back-
ground. The program associated with an expres-
sion which requires such a referent to exist must
be a program which finds that referent in con-
text (i.e. that succeeds only when the referent is
present). Given our formalism, this will be a pro-
gram BG (where is a program which
checks that holds in the current state).
We therefore propose that referential sub-

utterances (e.g. certain NPs) can contribute such



LM

QUD

BG

BG

BG

LM

QUD

BG

Figure 2: Grounding existing referents

programs to the utterance (again, the details of
this must depend on the grammar – our HPSG ap-
proach uses a general amalgamation principle over
syntactic daughters). A suitable representation for
the sentence “john snores”, in which a referent for
john must be found, might be the following com-
plex program:

BG

LM

QUD

Here we take to be a variable ranging over a
finite set of people. In this case the test program

BG would succeed iff there
is a john in BG and happens to be assigned to
john in the current world.2 We are thus narrowing
down the set of possible assignment functions to
those that have this property.
In the same way, common nouns & verbs

(which, following (Purver and Ginzburg, 2003) we
take to refer to a predicate which must be identi-
fied) will require a predicate referent to be identi-
fied in context.
Thus, we take an utterance to be a program

made up of a sequence of tests (that check whether
the reference of particular expressions can be
found in the context) followed by several atomic
programs which update the relevant DGB compo-
nents, as shown in figure 2. An utterance can
therefore be grounded iff holds.

3.4 The Given/New Distinction
This approach allows us to distinguish between
given referents (e.g. definites) which must be
found in context as above, and new referents (e.g.
indefinites) which should be added to the context,

2In fact, for proper names and defi nites, it will not be
enough to require that there is a known referent: we need
there to be a unique/most salient referent. The statement of a
suitable test program will depend on one’s theory of defi nite-
ness, but we do not see this as affecting our general approach.

by associating indefinites with a program which
introduces a new referent (thus following the dy-
namic semantic tradition of (Heim, 1982; Kamp
and Reyle, 1993; Groenendijk and Stokhof, 1991),
and subsequent DRT-based dialogue theory such
as (Poesio and Traum, 1998)).

“the dog”: BG/FACTS

“a dog”: FACTS push
Thus the program associated with a sub-

utterance with a given referent tests for existence
in the current state, while that for a new referent
involves a state change introducing that referent.
This need not be restricted to definites and in-

definites, but can be extended to the given/new
distinction in general, including the information-
structural focus/ground distinction. Following
(Engdahl et al., 1999; Ginzburg, ms), we express
this distinction by a condition on membership of
QUD: that a particular focus/ground partition pre-
supposes a corresponding question on QUD:

“JOHN snores”: QUD

“john SNORES”: QUD

4 Grammar
We use an HPSG grammar similar to that of
(Ginzburg and Sag, 2000), with the utterance pro-
grams assigned to a new feature C(ONTEXTUAL)-
PROG(RAM); this replaces the C-INDICES feature
of (Ginzburg and Sag, 2000), or the C-PARAMS
feature of (Ginzburg and Cooper, 2001).
By default, this C-PROG feature is built up by

phrases, by linear combination of the programs as-
sociated with its syntactic daughters, using the se-
quence operator as shown in AVM [1].

[1]
C-PROG

DTRS C-PROG , . . . , C-PROG

The default program associated with a phrase
is therefore a purely sequenced combination of



the programs contributed by its daughters, but this
default is overwritten for particular phrase types
which by their nature make their own contribu-
tions to the overall program. For example, the
clause type root-clause is specified to add the sub-
program which updates LM:

[2]

root-clause
CONT illoc-rel
C-PROG LM
HEAD-DTR C-PROG

while clauses of type declarative (which have
propositions as their semantic content) and inter-
rogative (questions) add the sub-program which
updates QUD:

[3]

declarative
CONT proposition
C-PROG QUD push
HEAD-DTR C-PROG

[4]

interrogative
CONT question
C-PROG QUD push
HEAD-DTR C-PROG

Phrases which contribute given or new referents
are specified in an entirely parallel way, e.g. for a
definite NP:

[5]

definite
CONT parameter
C-PROG BG/FACTS

DTRS C-PROG , C-PROG

The interaction with information structure is ex-
pressed at the top root-clause level:

[6]

root-clause
CONT illoc-rel

CTXT IS
FOCUS
GROUND

C-PROG QUD LM
HEAD-DTR C-PROG

In figure 3 we show an example derivation of a
sentence: the resulting C-PROG program contains
instructions for grounding a referent, for establish-
ing the required information structure, and apply-
ing the UPP.

5 Integrating Update Rules

Typical IS-based dialogue system behaviour is de-
fined by means of update rules, either stated in
terms of plans and agendas (Larsson et al., 2000;
Larsson, 2002) or in terms of obligations (Poesio
and Traum, 1997; Poesio and Traum, 1998). The
rules can be quite general but must state the ex-
pected behaviour for particular types of move: e.g.
one might specify that a move which asks a ques-
tion causes an obligation (or plan) to respond to
the question to arise, that a greeting leads to an
obligation (or plan) for a reciprocal greeting, and
so on.
In section 3.2 we have seen that part of the

speaker’s intentions associated with particular
move types (e.g. in the case of an ask move,
to make the question “under discussion”) can be
specified within the grammar. We could actually
go one step further and allow moves to introduce
other update effects usually brought about by up-
date rules, allowing us to replicate the rules of
(Poesio and Traum, 1998) or pragmatic interpre-
tations of (Stone, 2003).
Assuming that dialogue move types are inte-

grated into the grammatical analysis of utterances
(Ginzburg et al., 2001), the need for domain inde-
pendent rules can be removed by specifying suit-
able programs as being directly associated with a
particular move type. For example, an update rule
such as the following (extracted from (Matheson
et al., 2000)), would be replaced by the complex
DL program below:

act ID:2, info request(DP,Q)
effect push(OBL, address(o(DP),ID))

LM

OBL push

where OBL is a stack of obligations and
refers to the other dialogue participant.
A clear motivation for integrating certain con-

textual updates as part of the grammatical analy-
sis of utterances is the existence of moves whose
meaning can only be represented as an update of
the dialogue context. An example of such moves
are acknowledgements. Acknowledgements as
‘okay’ or ‘uh-huh’ are grounding acts with no fur-
ther descriptive content associated. Thus, given



root-clause
PHON JOHN, snores

CONT
assert-rel
MSG-ARG

CTXT IS
FOCUS
GROUND

C-PROG QUD LM

declarative
PHON JOHN, snores

CONT
proposition
SOA

CTXT IS

C-PROG QUD push

PHON JOHN

CONT
INDEX
RESTR

CTXT IS FOCUS

C-PROG ( BG/FACTS)?

PHON snores
CONT

CTXT IS GROUND

Figure 3: Example derivation: “JOHN snores”

our formalism, acknowledgements will be as-
signed the following program by the grammar:

LM FACTS push QUD QUD pop

Although one may argue that this approach con-
tributes to a more unmodular theory of dialogue,
we think that one of the advantages of the frame-
work we present here is that it offers a means of
specifying the contextual effect of utterances in a
general fashion, from sub-utterances to dialogue
acts.

6 Clarification

The approach to grounding in section 3.3 is sim-
plistic in that it does not consider the possibility
of clarification of a referent that cannot be identi-
fied: the program U will simply fail in such cases.
We can take this possibility into account by mod-
ifying the programs associated with sub-utterance
referents. Such programs, rather than being simple
instructions to find a referent, now become instruc-
tions to find a referent or determine it via clarifi-
cation if one cannot be found. The program asso-

ciated with “john” will therefore take the form:

while BG/FACTS

clarify

where is the sign3 corresponding to the
sub-utterance. Here, while abbreviates

, and clarify is a program which
governs generation of a clarification question rel-
evant to a term , together with interpretation of
any answer given. Its form therefore depends on
one’s overall system philosophy; for a plan-based
approach, it might take the form:

AGENDA push

where is a clarification question relevant
to the sign , and is the program which gov-
erns the generation & production of the next turn
together with the interpretation of its response.
Note that this sub-program will only suc-

ceed once the required information is present in
3As (Ginzburg and Cooper, 2001) point out, clarifi cation

questions must take into account many properties (including
phonology, syntax etc.): we therefore assume all sign infor-
mation is required.



FACTS, allowing the overall utterance program to
continue (eventually e.g. updating QUD). Note also
that this may result in LM now being set to the ini-
tial move (rather than the latest move in any clarifi-
cation sequence) – but this is the behaviour we de-
sire, as it is this move that is now being responded
to.4
We can further modify this to take account of

the possibility of accommodation of the referent
(adding it to the common ground without clarifi-
cation):

while BG/FACTS

clarify FACTS push

Note that this treatment need not be confined to
programs associated with sub-utterances that re-
quire given referents to be identified (e.g. names
and definites), but can be used in general to ac-
count for clarification caused by the failure of any
program (including those for indefinites, focus/-
ground partition, and the overall move made) in
a uniform way.

7 Summary

7.1 Conclusions
This approach reduces the amount of our di-
alogue competence which is specified in pro-
cessing protocols / update rules, and instead
specifies it as part of the grammar. Utterance
processing now merely consists of applying
the state changes specified by the utterance
itself.

The resulting representation expresses the
Gricean intuition that interpretation depends
upon recognising the speaker’s intention: ut-
terance meaning includes the intended effect
on the hearer (e.g. that they add the move to
their IS, and make the desired question “un-
der discussion”).

The approach also allows sub-utterances to
specify their effect on the context, allowing
us to express the given/new distinction neatly,
and define a process for grounding & clarifi-
cation.

4If one has a different view of the role of LM, a program
can be constructed that avoids this.

The representation therefore allows all imme-
diate contextual effects of an utterance to be
specified on the same level: from the update
effect of NPs familiar from dynamic seman-
tics, to the update effect of utterances familiar
from IS-based theories of dialogue.

7.2 Further Work
The work presented in this paper is an initial pro-
posal for the representation of utterances within a
dialogue grammar. In order to investigate it fur-
ther, we plan:

A thorough study of dialogue update rules
across systems/approaches to determine the
level of domain-dependence and thus the ex-
tent to which specification in the grammar is
desirable;

Extension to other dialogue phenomena such
as revision;

Extension of our HPSG grammar fragment
and implementation within a prototype dia-
logue system.
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                    Abstract 
This paper reports on research on developing 
the ability for robots to engage with humans 
in a collaborative conversation for hosting 
activities.  It defines the engagement process 
in collaborative conversation, and reports on 
our progress in creating a robot to perform 
hosting activities.  The paper then presents 
the analysis of a study that tracks the looks 
between collaborators and discusses rules 
that will allow a robot to track humans so 
that engagement is maintained. 

1  Introduction 

This paper reports on our research toward de-
veloping the ability for robots to participate with 
humans in a collaborative interaction for hosting 
activities.  Engagement is the process by which 
two (or more) participants establish, maintain 
and end their perceived connection during inter-
actions they jointly undertake.  Engagement is 
supported by conversation (that is, spoken lin-
guistic behavior), ability to collaborate on a task 
(that is, collaborative behavior), and gestural 
behavior that conveys connection between the 
participants.  While it might seem that conversa-
tional utterances alone are enough to convey 
connectedness (as is the case on the telephone), 
gestural behavior in face-to-face conversation 
conveys much about the connection between the 
participants.   

Engagement is a process to further collabora-
tions.  It accounts for how to undertake a collabo-
ration, and how to maintain it once it begins.  
Engagement is the means by which one collabo-

rative partner tells the other that he or she intends 
to continue the interaction.  Engagement is con-
veyed not only by the collaborator with the 
speaking turn in the interaction, but is also by the 
non -speaking collaborator.   Since the non-
speaker cannot use linguistic devices, gestures 
are a means to indicate the desire to further or 
discontinue the collaboration.  Grounding (Clark, 
1996) is a device that is part of engagement.  It is 
a backward functioning device to indicate that 
what has just been said has been understood.  
Successful grounding is evidence that the col-
laboration will continue, but it is only partial 
evidence.  Grounding failures offer evidence, 
inclusive at best, that one of the partners may 
wish to disengage.  One challenge for the re-
search on engagement is to understand which 
gestures serve grounding purposes, which serve 
conversational devices such as turn taking, and 
which perform other engagement roles. 

Collaborative interactions cover a vast range 
of activities from call centers to auto repair to 
physician-patient dialogues.  In order to narrow 
our research efforts, we have focused on hosting 
activities.  Hosting activities are a class of col-
laborative activity in which an agent provides 
guidance in the form of information, entertain-
ment, education or other services in the user’s 
environment and may also request that the user 
undertake actions to support the fulfillment of 
those services.  Hosting activities are situated or 
embedded activities, because they depend on the 
surrounding environment as well as the partici-
pants involved.  They are social activities be-
cause, when undertaken by humans, they depend 
upon the social roles that people play to deter-
mine the choice of the next actions, timing of 



those actions, and negotiation about the choice 
of actions.  In applying our research, physical 
robots, serving as guides, replace human hosts in 
the environment.  To do so, our goals include 
understanding the nature of human-to-human 
engagement, especially the role of gestures.  We 
then apply our findings to robots interacting 
with people. 

The gestures discussed in this paper generally 
concern looks at/away from the conversational 
partner, pointing behaviors, (bodily) addressing 
the conversational participant and other per-
sons/objects in the environment, all in appropri-
ate synchronization with the conversational, col-
laborative behavior.   Other gestures, especially 
with the hands and face play a role in human 
interactions as some researchers (Cassell et al 
2000, Pelachaud et al, 1996, among others) are 
discovering.  The paper limits its focus to the 
types of gesture mentioned above.  These en-
gagement gestures are culturally determined, but 
every culture has some set of behaviors to ac-
complish the engagement task.  These arise from 
two tasks that participants undertake:  the need 
to pay attention to the environment around them, 
and the need to convey some of the intentions of 
the participants via the head, heads and body.  
Other intentions are conveyed by linguistic 
means.  When collaborators are not face-to-face, 
they have only linguistic devices, and cultural 
conventions expressed linguistically, to tell their 
partner that they wish to dis/continue the inter-
action, and if proceeding, how to further their 
joint goals.  In face-to-face interaction, gestures 
can take some of the load of collaborative in-
formation.  Some gestures serve to convey ongo-
ing engagement, while others, such as pointing, 
fill in details about collaborative actions and 
beliefs.  The engagement rules explored here 
include both purposes because in robotic behav-
ior the two purposes are often intertwined.   

Not only must the robot produce these ges-
tures, but also it must interpret similar behaviors 
from its collaborative partner (hereafter CP).  
Proper gestures by the robot and correct inter-
pretation of human gestures dramatically en-
hance the success of conversation and collabora-
tion.  Inappropriate behaviors can cause humans 
and robots to misinterpret each other’s inten-
tions.  For example, a robot might look away for 
an extended period of time from the human, a 

signal to the human that it wishes to disengage 
from the conversation and could thereby termi-
nate the collaboration unnecessarily.  Incorrect 
recognition of the human’s behaviors can lead 
the robot to press on with a conversation in 
which the human no longer wants to participate.   

While other researchers in robotics are ex-
ploring aspects of gesture (for example, 
Breazeal, 2001, Kanda et al, 2002), none of 
them have attempted to model human-robot in-
teraction to the degree that involves the numer-
ous aspects of engagement and collaborative 
conversation that we have set out above.  Robot-
ics researchers interested in collaboration and 
dialogue (Fong et al, 2001) have not based their 
work on extensive theoretical research on col-
laboration and conversation, as we will detail 
later.  Our work is also not focused on emotive 
interactions, in contrast to Breazeal among oth-
ers.  For 2D conversational agents, researchers 
(notably, Cassell et al, 2000 and Johnson et al, 
2000) have begun to explore agents that produce 
gestures in conversation.  This work comple-
ments that research while also focusing on the 
special demands of 3D physical devices. 

In this paper we discuss our research agenda 
for creating a robot with collaborative conversa-
tional abilities, including gestural capabilities in 
the area of hosting activities.  We will also dis-
cuss the results of a study of human-human host-
ing and how we are using the results of that 
study to determine rules and associated algo-
rithms for the engagement process in hosting 
activities.  We will also critique our current en-
gagement rules, and discuss how our study re-
sults might improve our robot’s future behavior. 

2 Communicative capabilities for col-
laborative robots 

To create a robot that can converse, collabo-
rate, and engage with a human interactor, a 
number of different communicative capabilities 
must be included in the robot’s repertoire.  Most 
of these capabilities are linguistic, but some 
make use of physical gestures as well. These 
capabilities are:   

(1) Engagement behaviors:  initiate, maintain 
or disengage in interaction; 

(2) Conversation management: turn taking 
(Duncan, 1974) interpreting the intentions of the 



conversational participants, establishing the rela-
tions between intentions and goals of the par-
ticipants and relating utterances to the atten-
tional state (Grosz and Sidner, 1996) of the con-
versation. 

(3) Collaboration behavior: choosing what to 
say or do next in the collaboration, to foster the 
shared collaborative goals of the human and ro-
bot, as well as how to interpret the human’s con-
tribution (either spoken acts or physical ones) to 
the collaboration. 

Turn taking gestures serve to indicate en-
gagement because the overall choice to take the 
turn is indicative of continuing the interaction.  
CPs produce and observe in their partners other 
types of gestures during the conversation (such 
as beat gestures, which are used to indicate old 
and new information (Halliday, 1973, Cassell, 
2000).  These types of gestures are significant to 
robotic participation in conversation because 
they allow the robot to communicate using the 
same strategies and techniques that are normal 
for humans, so that humans can quickly perceive 
the robot’s communication. 

We assume that humans do not necessarily 
turn off their own engagement and conversa-
tional capabilities when interacting with robots.  
While this assumption is a strong one and can be 
tested with operational robots in collaboration 
with people, we start with this assumption be-
cause many human capabilities are not always 
consciously under human control.  If humans do 
use their normal engagement and conversational 
capabilities, then robots must recognize these 
capabilities.  At the same time, robots can them-
selves use equivalent capabilities to successfully 
communicate with humans.  We hypothesize 
that such use will make interactions with robots 
easier and more predictable.  Obtaining opera-
tional robots that recognize human engagement 
behaviors and perform them requires that the 
robot must fuse data gathered from its visual and 
auditory sensors to determine the human ges-
tures and infer the human intentions conveyed 
with these gestures.  It must also make decisions 
as it takes part in the collaboration about which 
intentions it will convey by gesture and which 
by linguistic means through conversation. 

Our engagement model describes an engage-
ment process in three parts, (1) initiating a col-
laborative interaction with another, (2) maintain-

ing the interaction through conversation, ges-
tures, and, sometimes, physical activities, and 
(3) disengaging, either by abruptly ending the 
interaction or by more gradual activities upon 
completion of the goals of the interaction.   The 
rules of engagement, which operate within this 
model, provide choices to a decision-making 
algorithm for our robot about what gestures and 
utterances to produce. 

Our robot, which looks like a penguin, as 
shown in Figure 1, uses its head, wings and beak 
for gestures that help manage the conversation 
and also express engagement with its human 
interlocutor (3 DOF in head/beak, 2 in wings).  
The robot can only converse with one person at 
a time because the collaboration models we use 
for conversation only posit one partner. How-
ever, the robot performs gestures that acknowl-
edge the onlookers to the conversation without 
their being able to converse.  Gaze for our robot 
is determined by the position of its head, since 
its eyes do not move. Since our robot cannot 
turn its whole body, it does not make use of 
rules we have already created concerning ad-
dressing with the body. Because bodily address-
ing (in US culture) is a strong signal for whom a 
CP considers the main other CP, change of body 
position is a significant engagement signal.  
However, we will be mobilizing our robot in the 
near future and expect to test these rules follow-
ing that addition. 

To create an architecture for collaborative in-
teractions, we use several different systems, 
largely developed at MERL.  The conversational 
and collaborative capabilities of our robot are 
provided by the CollagenTM middleware for col-
laborative agents (Rich et al, 2001, Rich and 
Sidner, 1998, Lochbaum, 1998) and commer-
cially available speech recognition software 
(IBM ViaVoice).  We use a face detection algo-
rithm (Viola and Jones, 2001), a sound location 
algorithm, and an object recognition algorithm 
(Beardsley, 2003) and fuse the sensory data be-
fore passing results to the Collagen system.  The 
robot’s motor control algorithms use the en-
gagement rule decisions and the conversational 
state to decide what gestures to perform.  Fur-
ther details about the architecture and current 
implementation can be found in (Sidner and Lee, 
2003). 



 
Figure 1:  Mel, the penguin robot 

3 Current engagement capabilities  

The greatest challenge in our work on en-
gagement is determining rules governing the 
maintenance of engagement.  Our first set of 
rules, which we have tested in scenarios as de-
scribed in (Sidner and Lee, 2003), are a small 
and relatively simple set.  The test scenarios do 
not involve pointing to or manipulating objects.  
Rather they are focused on engagement in sim-
pler conversation.   These rules direct the robot 
to initiate engagement with gaze and conversa-
tional greetings.  For maintaining engagement, 
gaze at the speaking CP signals engagement, 
when speaking, gaze at both the human inter-
locutor and onlookers maintains engagement 
while gaze away for the purpose of taking a turn 
does not signal disengagement.  Disengagement 
from the interaction is understood as occurring 
when a CP fails to take an expected turn to-
gether with loss of the face of the human. When 
the human stays engaged until the robot has run 
out of things to say, the robot closes the conver-
sation using known rules of conversational clos-
ing (Schegeloff and Sacks, 1973, Luger, 1983). 

Though the above list is a fairly small reper-
toire of engagement behaviors, it was sufficient 
to test the robot’s behavior in a number of sce-
narios involving a single CP and robot, with and 
without onlookers.  Much of the robot’s behav-
ior is quite natural.  However, we have observed 
oddities in its gaze at the end of its turn (for ex-
ample, it will incorrectly look at an onlooker 
instead of its CP when ending its turn, which 
signals that the onlooker is expected to speak) as 

well as confusion about where to look when the 
CP leaves the scene.   

These conversations have one drawback:  
they are of the how-are-you-and-welcome-to-
our-lab format.  However, our goal is hosting 
conversations, which involve many more activi-
ties.  While other researchers have made consid-
erable progress on the navigation involved for a 
robot to host visitors [e.g. (Burgard et al, 1998)] 
and gestures needed to begin conversation [e.g. 
(Bruce et al, 2002)], many aspects of interaction 
are open for investigation.  These include pro-
ducing extended explanations, pointing at ob-
jects, manipulating them (on the part of the hu-
mans or robots), moving around in a physical 
environment to access objects and interacting 
with them.  This extended repertoire of tasks 
requires many more gestures than our initial set.  
In addition, some of these gestures needed in 
hosting would be understood as disengagement 
cues by our first repertoire (looking away from 
the human speaker for an extended time is in-
dicative of disengagement). So engagement ges-
tures are sensitive to the conversational and col-
laborative context of use. 

To explore hosting collaborations, we have 
provided our robot with some additional gestural 
rules and new recipes for action (in the Collagen 
framework), so that our penguin robot now un-
dertakes hosting through a demonstration of an 
invention created at MERL.  This hosting activ-
ity includes engagement behaviors as well as 
utterances and physical actions to jointly per-
form the demo.  Mel greets a visitor (other visi-
tors can also be present), convinces the visitor to 
participate in a demo, and proceeds to show the 
visitor the invention.  Mel points to demo ob-
jects (a kind of electronic cup sitting on a table), 
talks (with speech) the visitor through the use of 
the cup, asks the visitor questions, and interprets 
the spoken answers, and includes the onlookers 
in its comments.  The robot also expects the visi-
tor to say and do certain activities, as well as 
look at objects, and will await or insist on such 
gestures if they are not performed.  The entire 
interaction lasts about five minutes.  Not all of 
Mel’s behaviors in this interaction appear ac-
ceptable to us.  For example, Mel often looks 
away for too long (at the cup and table) when 
explaining them, it (Mel is “it” since it is not 
human) fails to make sure it’s looking at the 



visitor when it calls the visitor by name, and it 
sometimes fails to look for a long enough when 
it turns to look at objects.   To make Mel per-
form more effectively, as well as to understand 
how people perform in their interactions, we are 
investigating gesture in human-human interac-
tions. 

4 Evidence for engagement in human 
behavior 

Much of the available literature on gestures in 
conversation (e.g. Duncan, 1974, Kendon, 1967) 
provides a basis for determining what gestures 
to consider, but does not provide enough detail 
about how gestures are used to maintain conver-
sational engagement, that is, to signal that the 
participants are interested in what the other has 
to say and in keeping the interaction going.   

The significance of gestures for human-robot 
interaction can be understood by considering the 
choices that the robot has at every point in the 
conversation for its head movement, its gaze, 
and its use of pointing.  The robot must also de-
termine whether the CP has changed its head 
position or gaze and what objects the CP points 
to or manipulates.  Head position and gaze are 
indicators of engagement.  Looking at the speak-
ing CP is evidence of engagement, while look-
ing around that room, for more than very brief 
moments, is evidence of disinterest in the inter-
action and possibly the intention to disengage.  
However, looking at objects relevant to the con-
versation is not evidence of disengagement.  
Furthermore, the robot needs to know that the 
visitor has or has not paid attention to what it 
points at or looks at.  If visitor fails to look at 
what the robot looks at, the visitor might miss 
something crucial to the interaction.   

A simple hypothesis for maintaining engage-
ment (for each listening CP) is:  Do what the 
speaking CP does:  look wherever the CP looks, 
look at him if he looks at you, and look at what-
ever objects are relevant to the discussion when 
he does.  This simple hypothesis is effective be-
cause it assures that the listening CP will have 
the most information from the speaking CP 
about the interaction.  It will allow the listening 
CP to be prepared to ground the conversation 
whenever needed as well.  When the robot is the 
speaking CP, this hypothesis means it will ex-

pect perfect tracking of its looking by the human 
interlocutor.  The hypothesis does not constrain 
the speaking CP’s decision choices for what to 
look and point at.   

Note that there is evidence that the type of ut-
terances that occur in conversation affect the 
gaze of the non-speaking CP.  Nikano (Nikano 
et al, 2003) provides evidence that in direction 
giving tasks, the non-speaking CP will gaze 
more often at the speaking CP when the speak-
ing CP’s utterance pairs are assertion followed 
by elaboration, and more often at a map when 
the utterance pairs are assertion followed by the 
next map direction. 

To evaluate the simple hypothesis for en-
gagement, we have been analyzing interactions 
in videotapes of human-human hosting activi-
ties, which were recorded in our laboratory.  In 
these interactions, a member of our lab hosted a 
visitor who was shown various new inventions 
and computer software systems.  The host and 
visitor were followed by video camera as they 
experienced a typical tour of our lab and its 
demos.  The host and visitor were not given in-
structions to do anything except to give/take the 
lab tour. We have obtained about 3.5 hours of 
video, with three visitors, each on separate occa-
sions being given a tour by the same host.  We 
have transcribed portions of the video for all the 
utterances made and the gestures (head, hands, 
body position, body addressing) that occur dur-
ing portions of the video.  We have not tran-
scribed facial gestures.  We report here on our 
results in observing gestural data (and its corre-
sponding linguistic data) for just over five min-
utes of one of the host-visitor pairs.   

The purpose of the investigated portion of the 
video is a demonstration of an “Iglassware” cup 
which P (a male) demos and explains to C (a 
female).  P produces a gesture, with his hands, 
face, and body, gazes at C and  other objects.  
He also point to the cup, holds it and interacts 
with a table to which the cup transfers data.  He 
uses his hands to produce iconic and metaphori-
cal gestures (Cassell, 2000), and he uses the cup 
as a presentation device as well.  We do not dis-
cuss iconic, metaphorical or presentation ges-
tures, in large part because our robot does not 
have hands with which to perform similar ac-
tions.    



We report here on C’s tracking of where P 
looks (since P speaks the overwhelming major-
ity of the utterances in their interaction).  Gaze 
in this analysis is expressed in terms of head 
movements (looking).  We did not code eye 
movements due to video quality.  

There are 82 occasions on which P changes 
his gaze by moving his head with respect to C.  
Seven additional gaze changes occurred that are 
not counted in this analysis because it is unclear 
to where P changed his gaze.  Of the counted 
look changes, C tracks 45 of them (55%).  The 
remaining failures to track looks (37, or 45% of 
all looks) can be subclassed into 3 groups:  
quick looks, nods (glances followed by gestural 
or verbal feedback), and uncategorized failures 
(see Table 1). 

These tracking failures indicate that our sim-
ple hypothesis for maintaining engagement is 
incorrect.  Of these tracking failures, the nod 
failures can be explained because they occur 
when P looks at C even though C is looking at 
something else (usually the cup or the table).  In 
all these instances, P offers an intonation phase, 
either at his looks or a few words after, to which 
C nods and often articulates with “Mm-hm,” 
“Wow” or other phrases to indicate that she is 
following her conversational partner.  In ground-
ing terms [23], P is attempting to ascertain by 
looking at C that she is following his utterances 
and actions.  When C cannot look, she provides 
feedback by nods and comments.  She is able to 
do this because of linguistic information from P 
indicating that her contribution is called for.   
She grounds P’s comments and thereby indicates 
that she is still engaged.  In the nod cases, she 
also is not just looking around the room, but 
paying attention to an object that is highly rele-
vant to the demo.  In two instances of nods, P 
looks away from C to something else.   In both 
cases, C is attending to P, and at his intonation 
pause, C nods. 

 Count % of 
track-
ing 
failures 

% of 
total 
failures 

Quick looks 11 30 13 
Nods 14 38 17 
Uncatego-
rized 

12 32 15 

Table 1:  Failures to Track Changes in Looking 

The quick looks and uncategorized failures 
represent 62% of the failures and 28% of the 
look changes in total.  Closer study of these 
cases reveals significant information for our ro-
bot vision detection algorithms.   

In the quick look cases, P looks quickly (in-
cluding moving his head) at something without 
C tracking his behavior.  In eight instances, P 
looks to something besides C;  in three in-
stances, he looks up to C from the cup or table 
without her awareness. Is there a reason to think 
that C is not paying attention or has lost interest?  
P never stops to check for her feedback in these 
instances.  Has C lost interest or is she merely 
not required to follow?  In all of these instances, 
the length of the quick look is brief (under 1 
second, in most cases under .6 seconds).  During 
these, C is either occupied with something else 
(looking at something, laughing or nodding) and 
thus misses the look, or the look occurs without 
an intonation pause to signal that acknowledge-
ment is expected.  In only one instance, does P 
pause intonationally and look at C.  One would 
expect an acknowledgement here even without 
tracking P’s looks.  However, in that instance, C 
is distracted by the glass and simply fails to no-
tice the look, which is very brief, only .10 sec-
onds.   

Of the uncategorized failures, the majority (8 
instances) occur when C has other actions or 
goals to undertake.  In addition, all of the un-
categorized failures are longer in duration (2 
seconds or more).  For example, C may be fin-
ishing a nod and not be able to track P while 
she’s nodding.  Of the remaining three tracking 
failures, each occurs for seemingly good reasons 
to us as observers, but may not be known at the 
time of occurrence.  For example, one failure 
occurs at the start of the demo when C is looking 
at the new (to her) object that P displays and 
does not track P when he looks up at her.   

This data clearly indicates that our rules for 
maintaining engagement must be more complex 
than the “do whatever the speaking CP does” 
hypothesis.  In fact, tracking is critical to the 
interaction because it allows the listening CP to 
observe the speaking CP’s behavior.  It is not 
completely necessary at every moment because 
quick glances away can be disregarded.  Fur-
thermore, the speaking CP can be relied upon to 
pause for verbal feedback when needed.  In 



those instances where arguably one should track 
the speaking CP, failure to do so may lead the 
speaking CP to pause to wait for return of visual 
attention and perhaps even to restate an utter-
ance, or alternatively to just go on because the 
lost information is not critical to the interaction.   
The data in fact suggest that for our robot en-
gagement rules, tracking the speaking CP in 
general is the best move, but when another goal 
interferes, providing verbal feedback, when re-
quired, will maintain engagement. Furthermore, 
the robot as tracker can ignore head movements 
of brief duration, as these quick looks do not 
need to be tracked.   

We can ask whether the rule of “track when-
ever possible, but allow other goals to interfere” 
makes sense, in general terms.  Since humans 
often find themselves collaborating in environ-
ments that are not peaceful or may not be be-
nign, lookaways to check up on the world 
around one are sensible and perhaps necessary.   
When speaking, lookaways to objects of interest 
may serve the cognitive function of reminders of 
how to continue the current utterance.  So while 
tracking serves the very useful function of keep-
ing on top of the other CP’s current behavior, it 
cannot be performed all of the time.   Further-
more as long as the other CP (when speaking) 
intends to maintain engagement, that individual 
can be relied upon to provide feedback about 
what is happening when a CP fails to track. 

When the robot is the speaking CP, our data 
suggest that it would be most natural for the ro-
bot to seek acknowledgements from the human, 
especially when the human is looking at some-
thing besides the robot.  Of course just when the 
robot should linguistically seek an acknowl-
edgement remains to be accounted for by a the-
ory of grounding in conversation. 

5 Future directions 

An expanded set of rules for engagement re-
quires a means to evaluate them.  We want to 
use the standard training and testing set para-
digm common in computational linguistics and 
speech processing.  However, training and test 
sets are hard to come by for interaction with ro-
bots because one must first have a robot that can 
perform sufficiently complex interactions to cre-
ate the sets.   Our solution has been to approach 

the process with a mix of techniques.  We have 
developed a graphical display of simulated, 
animated robots running our engagement rules.  
We plan to observe the interactions in the 
graphic display for a number of scenarios to 
check and tune our engagement rules.  In addi-
tion we are now undertaking an evaluation of 
the robot’s demonstration of the Iglassware cup 
with subjects who interact when the robot uses a 
varied set of gestural tracking rules with each 
subject group. 

6  Summary 

This paper has discussed the nature of en-
gagement in human-robot interaction, and out-
lined our methods for investigating rules for en-
gagement for the robot.  We report on analysis 
of human-human look tracking where the hu-
mans do not always track the changes in looks 
by their conversational interlocutors.  We con-
clude that such tracking failures indicate both 
the default behavior for a robot and when it can 
fail to track without its human conversational 
partner inferring that it wishes to disengage from 
the interaction. 
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Abstract

We use a dynamic, context-sensitive ap-
proach to abductive interpretation to de-
scribe coordinated processes of under-
standing, generation and accommoda-
tion in dialogue. The agent updates
the dialogue uniformly for its own and
its interlocutors’ utterances, by accom-
modating a new context, inferred ab-
ductively, in which utterance content is
both true and prominent. The genera-
tor plans natural and comprehensible ut-
terances by exploiting the same abduc-
tive preferences used in understanding.
We illustrate our approach by formaliz-
ing and implementing some interactions
between information structure and the
form of referring expressions.

1 Introduction

The idea of interpretation as abduction is ex-
plained in (Hobbs et al., 1993) in terms of the fol-
lowing recipe for the interpretation of a sentence:

Prove the logical form of this sentence,
together with the constraints that predi-
cates impose on their arguments, allow-
ing for coercions, merging redundan-
cies where possible, making assump-
tions where necessary.

In (Stone and Thomason, 2002), we modify and
extend this idea. We use a modal logic of context

to represent the logical form of utterances in terms
of their potential to change the context. Accord-
ingly, our abductive interpretations are proofs that
describe a new context created by an utterance, in
which its content is both true and prominent. Our
earlier paper shows that the extension is both es-
sential and effective in deriving correct abductive
interpretations for sequences of utterances.
Here we go further to show how our approach

supports the reasoning of a full conversational
agent, capable of generation as well as understand-
ing. Indeed, the approach reveals systematic com-
monalities in the reasoning required for under-
standing, generation and dialogue management—
commonalities that spring from their use of shared
representations and of abduction as the core rea-
soning process.
We illustrate the approach with an example in

which the generation of appropriate information
depends on attentional information, as well as on
linguistic information and real-world knowledge.

2 Framework for Dialogue

We base our discussion on an information-state
framework for dialogue management of the sort
described, for instance, in (Larsson and Traum,
2000). Specifically, we assume that the informa-
tion state takes the form of a comprehensive rep-
resentation cgn of the common ground at state ,
including not only the dynamic aspects of the dia-
logue but also the grammar and ontology that are
consulted in proving interpretations. Since the in-
formation state will be used as a resource by in-
ductive processes of understanding, the common



ground may consist not only of propositional in-
formation, but of attentional information that in-
duces preferences between interpretations.
Participation in an ongoing dialogue is main-

tained by an update operation that revises the com-
mon ground in response to an utterance interpre-
tation , and a selection operation that draws on
the agent’s private knowledge as well as the
common ground cgn to select a goal for genera-
tion. Understanding and generation mediate be-
tween utterances and communicative goals, and
thereby construct the representations of interpre-
tation over which dialogue update is defined.
Overall, the dialogue agent acts as a turn-taking

manager, conforming to the following schematic
perception-deliberation-action loop, where
are utterances and are dynamic interpretations.
loop input ;

understand cgn ;
cgn update cgn ;
generate select cgn cgn ;
output ;
cgn update cgn)

This schema clearly shows the representational
constraints that are imposed on interpretation and
generation by the need for a single common
ground update operation. The interpreter must
produce the same update-supporting representa-
tions that are produced by the generator.
Constraints on the reasoning processes them-

selves that are used in understanding and gener-
ation follow from the further assumption that the
achievement of mutuality in dialogue depends on
similarities between the two processes. Suppose
that a dialogue agent performs the step

generate select cgn cgn
associating utterance with interpretation . It is
natural to suppose that the same agent would also
produce

understand cgn
that is, its interpretive component should derive
the same effect that the generator intends. On this
assumption, we can use similarities between dia-
logue agents to explain the maintenance of coor-
dination in the course of a dialogue.1

1Since mistakes can be made about the discourse context,
this model needs to be supplemented with an account of how
miscoordinations can be prevented, identified and repaired.

3 Representing interpretation

To conform to this framework for dialogue, an ab-
ductive approach must provide parallel accounts
of generation and understanding, in which the
processes construct the same abductive interpreta-
tions despite the different goals and premises they
use in reasoning. We now outline such an account,
building on (Stone and Thomason, 2002), and il-
lustrate it with the example utterance ‘He left’.
We continue to work with meaning representa-

tions formulated in a modal extension of Prolog.
Interpretive goals for abductive proof are modal-
ized atomic formulas and the clauses are modal-
ized Prolog clauses whose component formulas
may themselves be modalized. Modal operators
represent contexts, which incorporate attentional
as well as informational components.
We continue to assume that asserting a propo-

sition has two effects; (i) the purely assertional
effect of adding the proposition to the common
ground suppositions of the conversation,2 and (ii)
the side effect of changing attentional features of
the context. Developing this theme further, we use
the formula add-to-cg to say that adding
the proposition to the common ground and mak-
ing the required attentional changes to will pro-
duce the new context .
Both understanding and generation seek to link

an utterance with an intended change to the con-
text. But in generation the content of the change is
given as the goal of the plan, and what needs to be
assumed is the utterance, as the means of achiev-
ing the goal. In understanding, what is given is the
means of achieving a change, and what needs to
be assumed is the intended content of this change.
Consider the utterance ‘He left’. The genera-

tor wishes to assert a proposition , represented,
say, by ‘leave ’, a combination of a predi-
cate, ‘leave’, with a variable ‘ ’ specifying a par-
ticular domain referent.3
The generation process in our example begins

with the goal of deriving add-to-cg
from leave —in the context the gen-
erator postulates a language-neutral description of

2See, for instance, (Stalnaker, 1981).
3In order to keep this example as simple as possible, we

are ignoring all considerations having to do with the past
tense.



(3.1) he Assumed, with low cost if is masculine and in focus.
utter ‘he left’ Proved using the grammar, which selects the utterance as

a way of expressing .
do An intention is formed by hypothesizing an action: this is

a low-cost assumption.
leave Postulated in formulating the goal.

Inference about the effects of communication.
add-to-cg

(3.2) he Assumed, with low cost if is masculine and in focus.
utter ‘he left’ Postulated based on observation.
do Postulated based on observation.
leave Proved from utterance-type using grammar.

Inference about the effects of communication.
add-to-cg

a proposition, and attempts to use grammatical and
contextual resources to find least-cost assumptions
that allow the conversational goal to be proved.
The generator is free to make assumptions that hy-
pothesize the occurrence of a new utterance and
describe its intended interpretation. As a side ef-
fect of our example proof, an intention is formed
to utter ‘He left’.
Schematically, the proof has the structure of the

abductive derivation shown in Proof (3.1). This
proof uses shared information to explain how a
proposed action or series of actions can update the
context to assert . Such a proof constitutes the
generator’s discourse plan.
Understanding derives this same schematic

proof, but by a different strategy. Understanding
is given an eventuality (the utterance), and the
words that are uttered. This utterance needs to
be classified as communicating a certain content.
In this example, the process begins by postulat-
ing utter ‘he left’ and adding it to the
database. The goals of understanding and gener-
ation are exactly the same: proving that asserting
the proposition in will yield a new context .
In this case, however, the new assumption that is
added by the proof explains what is.
When generation and understanding act recip-

rocally, generation’s intended matches under-
standing’s inferred and Proofs (3.1) and (3.2)
give a common interpretation to both interlocu-

tors. Looking ahead to Section 6, we can adopt
more fine-grained representations of context-
dependence and context change in these interpre-
tive proofs, so that an interlocutor can update the
dialogue context simply by executing the transi-
tion specified there. In general, contexts incorpo-
rate different knowledge resources for conversa-
tional reasoning—we have already mentioned our
division into informational resources (represented
as axioms and rules) and attentional resources
(represented as abductive preferences). We divide
informational resources into old information and
new information, which here has to do with new
utterance events. Where is a context, let be
the component of representing old information,
be the component representing new informa-

tion about events, and be the attentional com-
ponent. We can now revise Proofs (3.1) and (3.2)
to make explicit the dependence of the utterance
on these components of context, and the potential
of the utterance to change them:

(3.3) he
utter ‘he left’
do
leave

add-info
put-in-focus

The interpretation now provides two instructions



for the dialogue manager: it should update the in-
formational context from state to state by as-
suming the proposition that left; and it should
update the attentional state from to so that
remains a prominent potential referent for a pro-
noun.4 We will refer to this proof in our discussion
of the implementation in Section 5.

4 Coordination

We now turn to the problem of coordination. Un-
der what conditions can we in fact expect un-
derstanding to construct the interpretation that
is intended by generation? And how easy will
it be for understanding to do so? Concretely,
consider examples (3.1) and (3.2), where gen-
eration produces an utterance by deriving
add-to-cg from leave , and understand-
ing derives add-to-cg assuming the occurrence
of . Under what conditions will we expect un-
derstanding’s proof to precipitate the assumption
leave intended by the generator? And what
inference will be involved?

4.1 Mutuality of information
We believe that coordination depends crucially
on separating mutual and private information, as
many dialogue architectures do, including the
information-state architecture. In fact, this pro-
vides an important motivation to extend (Hobbs
et al., 1993) along the lines we propose in (Stone
and Thomason, 2002). Otherwise, the correct res-
olution of almost every utterance, including those
discussed in (Hobbs et al., 1993), would depend
on ad hoc assumptions about what is left out of
the database, and/or ad hoc assignments of costs
to axioms. In ‘He left’, for example, what if un-
derstanding knows about many people who could
serve as the referent for ‘He’? Then its knowledge
base will license an assumption he for many
individuals . Abductive understanding will not
infer that ‘He’ is unless its preferences for this
interpretation outweigh all the alternatives. These
preferences must vary with circumstances.
In (Stone and Thomason, 2002), we propose to

handle such effects in a general way by a straight-
4Thus we have put-in-focus in place of

from (Stone and Thomason, 2002), and he
in place of in-focus and man .

forward modification of the scheme for abductive
weights of (Hobbs et al., 1993). Discourse con-
texts specify the abductive weights that attach to
assumptions. After an utterance where has been
set up as the most prominent referent (as a sen-
tence subject, for example), the weights induce
a low cost for assuming he in the next utter-
ance. Such specifications provide a very general
approach to focus of attention; assumptions with
relatively high costs become invisible, and differ-
ent priorities can be assigned to the assumptions
that are visible.
The reasoning needs of generation reveal an-

other side to this requirement of mutuality. Gener-
ation starts from a specific communicative goal,
but in deriving its discourse plan, it must re-
spect the fact that this goal is a privileged, pri-
vate resource. The generator must use the goal to
guide the planning process, but not to constrain
its reasoning about abductive interpretation. Oth-
erwise, consider what would happen in contexts
with many people who could serve as the referent
for ‘He’. In building candidate interpretations, the
generator would already know from its commu-
nicative goal that it wanted to produce an utterance
whose subject referred to . So to the generator—
but not to another agent—it would look as if there
were no alternative interpretations.
Our symmetric representations make it easy to

maintain the dual perspective required in genera-
tion. The generator maintains multiple copies of
interpretive proofs, which share the same struc-
ture. A distinguished proof records the instantia-
tion required to establish the intended goal in gen-
eration; other proofs record the alternative instan-
tiations derived only from shared information. The
generator succeeds when only the distinguished
proof remains, ensuring that the natural shared in-
terpretation will achieve the goal. This dual repre-
sentation extends the insights of the SPUD gener-
ator to abductive interpretation; see (Stone, 1998;
Stone et al., 2003).

4.2 Coordination and preferences

Coordination in generation involves being clear,
as well as being comprehensible. In our exam-
ple, there will be many ways to identify . Sup-
pose it’s grounded that is not only ‘He’, but also



‘The conference’s second presenter’. The genera-
tor hardly seems cooperative if it asks the under-
stander to infer who ‘The conference’s second pre-
senter’ is, when ‘He’ would do.
Again, the symmetric representations we adopt

make it easy for the generator to take into account
the interpretive effort required in understanding.
In understanding, the cost of abductive proofs con-
trols the search for possible interpretations. To
keep this search space small, the generator should
formulate an interpretation with a low abductive
cost. Since the generator maintains its intended
interpretation in the same representation it expects
understanding to reconstruct, the generator can use
the cost of this proof to guide its search. When
the generator must make a choice between alter-
native expressions that could achieve its commu-
nicative goal, it can choose the one with the lowest
cost. More generally, the generator can factor the
cost of interpretation into its heuristics for search-
ing the space of possible utterances.5 Concretely
in our scenario, as long as the reference to as
‘He’ has lower cost than a reference to as ‘The
conference’s second presenter’ (which it certainly
will), the generator will prefer it.
The heuristics that underlie choice in generation

architectures are often weakly motivated. That’s
certainly true of SPUD. Our use of interpretive
preferences draws on a collaborative view of di-
alogue to suggest a more principled alternative.
And the approach offers a new perspective on
the abductive weights themselves. They repre-
sent preferences over pairings of forms and mean-
ings, which are used declaratively and reversibly
throughout the dialogue architecture.

5 Implementation

We have implemented our model through a series
of simple dialogue agents in Prolog. The rather
limited ability of these agents to deliberate about

5We don’t pursue here the question of whether the gener-
ator must model the interpreter’s abductive cost, or can coor-
dinate directly based on its own costs. The simplest and most
direct way to achieve coordination would be for the generator
to assume an interpreter that is like it in important respects.
But this assumption will work only if dialogue agents can at-
tune themselves to one another in ways that crucially affect
the processes of generation and interpretation, and if the rea-
soning architecture treats these processes symmetrically.

appropriate conversational goals could be elabo-
rated in a specific conversational domain. In addi-
tion, our current agents abstract away from sur-
face realization and parsing; the utterances they
exchange are represented as syntactic derivation
trees rather than strings of words. It would be fea-
sible to relax this simplification too. Nevertheless,
these agents suffice as a testbed for exploring the
predictions and opportunities of our architecture.
For example, they realize the context-dependent
patterns of reference generation and reference res-
olution described in Section 6.
Our implementation incorporates the abductive

theorem prover described in (Stone and Thoma-
son, 2002). It implements a modal extension of
Prolog, and records its assumptions by manipulat-
ing marked queries consisting of a query
and a label classifying the query as resolved, as-
sumed or unsolved. An abductive proof is com-
pleted when all of its steps are either resolved
or assumed. The reasoner prefers minimal-cost
proofs, where cost is computed in terms of abduc-
tive weights that are attached to possible assump-
tions. The incorporation of abductive weights in
contexts, formalized as modal operators, permits
localized cost distributions to be used in proofs. A
query is proved using the assumption costs
incorporated in .
The dialogue manager implements the loop de-

scribed in Section 2. It includes several types of
context updates, corresponding roughly to “speech
acts”, which affect representations of the discourse
state incorporating the notion of a question un-
der discussion (see (Ginzburg, 1996)). At the
same time, the current context is routinely revised
in the course of a dialogue. Revision involves a
mechanism for updating abductive costs using ab-
stract, qualitative representations of preference, as
in (Stone and Thomason, 2002).
Understanding starts from the syntactic struc-

ture of the utterance and the current context. It
accesses the grammar to compute possible logical
forms, and proves them abductively. Its interpre-
tation is the overall least-cost proof. Conversely,
generation implements a best-first search over
grammatical derivations and assesses its progress
based on the same model of utterance interpreta-
tion. As described in Section 4, the generator con-



structs the lowest-cost interpretation that will be
understood as intended.

6 An Example

We will illustrate our approach with correspon-
dences between informational state and the form
of English referring expressions that are described
in (Gundel et al., 1993). (For a related discussion
of identifiability and activation, see (Lambrecht,
1994)[Chapter 3].) This paper postulates a “given-
ness hierarchy” with six different levels; here we
will consider only the following part of the hierar-
chy: IF (in focus), Act (activated), (uniquely
identifiable), and TI (type identifiable).
The levels of this hierarchy, in the order in

which they were presented, correspond to the pro-
gressively weaker prominence of a reference. A
referent that is in focus is not only known and
actively under consideration, but because of the
recent discourse or the mutual environment it is
maximally prominent. A referent that is acti-
vated is in the current “short-term memory” of the
conversation; it is readily available for retrieval.
A referent is uniquely identifiable if there is an
easy way of constructing a predicate that applies
to the referent, and that distinguishes it for the
hearer from all other referents. Finally, we treat
type identifiability as a residual category.6 Note
that we depart from (Gundel et al., 1993) in that
their formulations are characterized in terms of the
hearer’s knowledge. In view of the importance of
mutuality, we substitute ‘grounded’ for ‘known by
the hearer’.
Gundel et al. do not provide a detailed model of

the cognitive state of a conversational agent. To in-
corporate their hierarchy in a discourse agent, we
need to be more explicit. For current purposes, we
can assume that the cognitive state consists of the
following components:

6An item is type identifiable according to Gundel et al.
if the hearer “is able to access a representation of the type
of object described by the expression.” This last character-
ization strikes us as problematic. For one thing, we believe
that the hierarchy is best thought of as applying to (discourse)
referents, prior to referring expression generation. But in this
case, it is not clear what would be meant by “the expression.”
If you amend the characterization to require that the hearer
should be able to access some predicate that in fact (whether
or not the hearer knows it) applies to the item, then the clas-
sification applies to everything if ‘thing’ is a predicate.

(i) A partially ordered set of items that
are in focus (in conversational short-term
memory and at the center of attention). The
ordering represents relative prominence.

(ii) A set STM of items in short-term mem-
ory.

iii) A set STM of referential distractors, and
(iv) A set CG of common-ground predications,

where a common-ground predication is a pair
consisting of a predicate and a dis-

tractor in .
(v) A set STM of discourse referents.

Our four givenness categories can then be de-
fined in terms of cognitive state as follows:

(1) IF .
(2) STM.
(3) and there is a

conjunction of propositions
, where

each proposition is in CG, such
that is the only member of
satisfying this conjunction .

(4) DR.

For simplicity, we assume that IF is a unit set.
Say that an item is classified by givenness cate-

gory if it belongs to and to no more restric-
tive definiteness category. According to Gundel
et. al, the pronouns ‘he’, ‘she’, and ‘it’ are ap-
propriate for items classified by ; definite NP’s
with determiner ‘that’ or ‘this’ are appropriate for
items classified by ; definite NP’s with deter-
miner ‘the’ are appropriate for items classified by

; and indefinite NP’s with determiner ‘a’ are
appropriate for items classified by . The fol-
lowing examples illustrate the correspondences.

(6.1) The neighbor’s dog is a neighborhood
nuisance.
It kept me awake last night.

(6.2) I’m going to talk to the neighbor with
the terrier.
That dog kept me awake last night.

(6.3) [A dog is heard, barking outside the
window.]
That dog kept me awake last night.



(6.4) I’m beginning to regret moving into
this place.
The neighbor’s dog kept me awake
last night.

(6.5) I’m short on sleep.
A dog kept me awake last night.

We accept these correspondences. We now show
how our conversational agent realizes them.
Our agent uses inference about interpretation to

maintain the elements (i–v) of its cognitive state.
The grammar of referring expressions includes
rules such as these that update cognitive status:

(6.6) A sentence whose subject is discourse
referent creates a cognitive state in
which IF .

(6.7) A discourse referent is activated when
it is mentioned, and this activation
persists until the end of the conversa-
tional episode.

These rules determine the specifications for con-
text change in utterance interpretations, as speci-
fied in Proof (3.3). The discourse manager exe-
cutes these specifications as part of context update.
Nonlinguistic events induce similar updates:

(6.8) A discourse referent is assigned to a
new entity that is perceptually salient
in the mutual perceptual environment,
and is assigned an activated status.

Now, our agent exploits these connections, by
once more reasoning about interpretation in con-
text. Our grammar specifies preferred associa-
tions between cognitive state and linguistic pat-
terns within a specific context. For instance, we
link pronouns to referents by (6.9).

(6.9) A context in which IF is associated
with linguistic preferences for a pronominal
NP when is the reference of that NP,

In combination with (6.6), (6.9) will cause the in-
terpreter to prefer as the referent to the utterance
of “He” in (6.1). The very same mechanism will
cause the generator to prefer “He” here: among the
recognizable references to , this utterance has
the lowest cost.

7 Discussion

The original theory of interpretation as abduction
contributed uniform analyses for a wide range of
pragmatic phenomena in isolated sentences. We
wish to claim that our new approach offers a simi-
lar benefit for dialogue; it formalizes analyses in
common terms that can be combined or recon-
ciled with one another. However, readers familiar
with the formalization of interpretation in (Hobbs
et al., 1993) will note that proofs such as (3.3)
are quite different from the interpretation format
of that paper. These differences are natural conse-
quences of rethinking interpretation so that it ap-
plies to utterances rather than merely to sentences,
and to ensure that it takes only into account infor-
mation that is shared. The format of Proof (3.3)
also differs slightly from the account of interpre-
tive proofs given in (Stone and Thomason, 2002);
these differences have mainly to do with the need
to provide a common form for interpretation and
generation. The differences between Proof (3.1)
and the account of the same example in (Stone,
2003) have mainly to do with the introduction of
explicit speech acts, represented as operators on
the common ground.
Individually, the principles of our account of

English referring expressions are familiar. Inter-
pretation involves inference that combines linguis-
tic meaning and an extensive common ground: see
e.g., (Clark and Marshall, 1981). Grounding a
new utterance involves coordinated updates to the
attentional state of the dialogue; see e.g., (Bren-
nan, 1998). Interpretation means recovering the
most preferred interpretation; see e.g., (Hobbs et
al., 1993). Conversely, generation means using the
most preferred form that can be understood in con-
text; see e.g., (Buchwald et al., 2002). We regard
it as a strength of our formalism that its key prin-
ciples are not controversial.
Nevertheless, formalizing (6.1–6.5) as we have

done crucially requires a framework in which all
three principles are simultaneously available. No
previous formalism does this. For example, treat-
ments of reference in generation such as (Stone
et al., 2003) model the information that interlocu-
tors use to disambiguate expressions, but require
additional mechanisms if they are to select expres-



sions with a suitable form. Conversely, treatments
of pronouns in discourse such as (Buchwald et al.,
2002) can determine whether a pronoun naturally
evokes a target referent, but do not generalize to
the construction of referring expressions when a
pronoun would be ambiguous. Our proposal rec-
onciles the insights of both approaches in a single
computational formalism.

8 Conclusion

In this paper, we have presented an approach to
the coordination of generation and interpretation
in dialogue that adds a principled treatment of
discourse context to the interpretation as abduc-
tion framework. Coordination depends on shared
background that can inform interpretation and on
shared preferences that say which interpretations
are natural. In our architecture, generation and
understanding both rely on these preferences to
derive good interpretations. The architecture ex-
plains how speakers can use knowledge of lan-
guage to produce and understand the concise and
comprehensible utterances they seem naturally to
use.
The flexibility of the approach gives new im-

petus to efforts to analyze extended natural dia-
logues in formal terms. We are optimistic that
such projects will confirm the elegance and power
not only of the formalism itself, but of the intu-
itive principles of coordination in dialogue that it
embraces.
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Abstract

We determine criteria for modelling
concession signalled via plan-based
“but” in task-oriented dialogue (TOD)
(following (Thomas, 2003)) based
on some examples from the corpora,
analysing where Speech Act (SA) and
planning information fails to predict
concession. In our approach we fo-
cus on cases involving cross-speaker
concession, where the speaker accepts
part of the previous speaker’s turn but
signals contrast via “but”, and we argue
that this contrast can (in the examples
shown) be modelled as concessive.
Then given a representation of task-plan
history in the Information State (IS)
model of the dialogue, we present an
initial framework for an algorithm that
predicts concessive interpretation across
speakers in two situations encountered
in the corpora. We motivate this work
by showing how it updates beliefs in the
PTT (Poesio and Traum, 1998) model
of dialogue and can be used to facilitate
recognition of planning mismatches and
potentially avoid misunderstandings,
and more generally improve discourse
understanding and natural language
generation (NLG).

1 Introduction

In this paper we determine criteria for modelling
concession across speakers in task-oriented dia-
logue (TOD), extending the treatment of cross-
speaker concession presented in (Thomas, 2003)
to propose an algorithm that models two cases
of cross-speaker concession signalled by the con-
trastive cue “but”. We focus our analysis on what
is communicated at the planning level in examples
from the Maptask and TRAINS TOD corpora1 and
present an algorithm that interprets concession and
generates an interpretation based on the presence
of certain salient (predominantly plan-related) fea-
tures. Due to the sparseness of cross-speaker con-
cession data involving “but” (Thomas, 2003), we
model two examples from the TRAINS and Map-
task TODs rather than model a statistically fre-
quent type of cross-speaker concession. We ar-
gue that semantic and speech act (SA) representa-
tions don’t provide enough information to distin-
guish what’s really being communicated at a task
level, and motivate our work by claiming that un-
derstanding task-plan-related communication and
inferences is essential for full interpretation and
generation of utterances in TOD.
Our approach is based in the Information State

(IS) framework, assuming the PTT (Poesio and
Traum, 1998) model of dialogue. We moti-
vate our work by showing how it updates be-
liefs in this model of dialogue and facilitates in-
terpretation and generation by predicting the in-

1MAPTASK dialogues can be browsed interactively at
www.ltg.ed.ac.uk/ amyi/maptask/demo.html and TRAINS
dialogues can be found at www.cs.rochester/research/trains/.



ferences involved, which aids the interpretation of
speakers’ intentions and resolves potential plan-
ning mismatches. Our treatment of concession
follows work by (Lagerwerf, 1998), extending
the approach presented in (Thomas and Mathe-
son, 2003) and (Thomas, 2003) which argued that
Lagerwerf’s treatment of concession can be ex-
tended to dialogue, and connects concessive cases
in TOD to the planning information necessary to
interpret them.

2 Determining Salient Characteristics of
Cross-speaker Concession

Given the cue of contrast signalled by cross-
speaker “but”2, we start by determining what cri-
teria are salient for distinguishing concession in a
constructed example illustrating the sort of situa-
tion we’re initially considering, and then analyse
examples from the Maptask and TRAINS TOD
corpora. We then determine how concession might
be generated in the IS framework and focus on
how the utterances connect with planning opera-
tions in the task, employing plan-recognition mod-
els like those described in (Litman and Allen,
1987) and the COLLAGEN project (Lesh et al.,
1999). Our approach follows the concessive anal-
ysis presented in (Lagerwerf, 1998) and extended
in (?) to TOD. Lagerwerf claims that concession
requires a contextually available claim (or tertium
comparationis, TC), for which both a positive and
a negative argument are provided. Extending this
approach to TOD, (Thomas, 2003) argues that the
positive and negative arguments for and against
the TC are presupposed as expectations launched
by the relevant assertions in the adjacent speaker
turns in these cross-speaker “but” cases with re-
spect to the contextually relevant claim (i.e., the
TC). Here we determine criteria for predicting
concession in order to generate the TC and stance
of the speakers with respect to the TC in cases
where interpreting concession is reasonable. We
motivate this work by demonstrating that recog-

2We consider that an occurrence of “but” involves con-
trast across speakers if the constituent it modifies (i.e., usually
the main clause of the turn it appears in) is contrasted with
something in a previous speaker turn. Cases where “but” is
turn-initial or preceding the first clause of the turn are almost
always cross-speaker cases. Here we look for contrast with
something in the immediately preceding turns for simplicity.

nising concession, the TC, and speakers’ expec-
tations regarding this TC, facilitates interpretation
and generation of subsequent utterances in the di-
alogue.

2.1 A Motivating Example
Let’s consider how concession might be inter-
preted in actual cases by tracing how we’d analyse
a simple example first. The concessive interpreta-
tion algorithm proposed in section 4 describes two
particular situations. In the first case, there is an
opening question about which both speakers de-
bate, as in the example below:

(1) B1: Should we add the mushrooms to the sauce now?

A2: That should be fine.

B3: But I thought we need to add the beans first.

Here the TC is the question asked in B1, and
A argues for, while B argues against. Presumably
B raises the question because of her own doubts
about the validity of adding mushrooms at this
point in the task, and wants to debate the issue
with A in order to resolve what to do. Her doubt
is emphasised by the objection she raises in B3.
A would then need to respond to this objection by
either denying B’s concern that beans need to be
added first, or by agreeing to B’s implicit proposal
to either add the beans first, or not add the mush-
rooms to the sauce. The other case that the algo-
rithm addresses is the case in which A proposes
a plan or goal (as in the example below), and B
objects to this goal:

(2) A1: Let’s add the mushrooms to the sauce.

B2: But don’t we need to add the beans first?

B2’: But the sauce is already too thick.

Notice that here the TC simply asks whether A’s
proposal is a valid one, with A implicitly support-
ing it and B objecting explicitly in B2 and indi-
rectly in B2’. Sometimes (as B2’ illustrates) the
plan is proposed indirectly, as we shall later see
in the TRAINS example. Similarly, interpreting
B2’ as an objection to the proposed plan requires
recognising that B is pointing out a negative ef-
fect which will be exacerbated by A’s proposal of
adding something more to the sauce.



2.2 Analysing an Example from Maptask

Maptask dialogues involve two participants with
slightly different versions of a map with various
landmarks on it, and the goal is for the route giver
(who has a route drawn on her map) to direct the
follower along this route from start to finish, so a
large part of the task involves establishing that the
other participant has the same salient landmarks
along the route in order to communicate clear di-
rections. This is the sort of situation assessment
we see going on in Maptask dialogue q3nc4 be-
low (with disfluencies removed):

(3) F1: right so i’m going underneath this mountain and
along to the abandoned truck ... not underneath the
mountain ... above the mountain?

G2: above the mountain yeah.

F3: so it’s to the right of the mountain that i’m going?

G4: the abandoned truck’s to the left of the old temple

F5: yes, BUT the mountain’s between the abandoned
truck and the old temple

The DAMSL annotation scheme (Allen and
Core, 1996), which annotates utterances by coding
their multi-level direct SAs, would predict that G4
has a Forward-Looking Function (FLF) of a state-
ment assertion, and F5 has a Backward-Looking
Function (BLF) of partial-acceptance (under the
agreement category) and also has a FLF of state-
ment assertion. In terms of planning operator type,
both G4 and F5 are facts. Neither semantic infor-
mation nor direct SAs nor planning operator-type
seem to shed much light on the issue of how con-
cession might be interpreted here. Clearly we need
to delve deeper into the actual problem the agents
are trying to solve, namely their plans, in order
to get at the underlying meaning of what’s being
conveyed by F5’s “but”. The follower (F) has the
mountain on her map which the giver (G) doesn’t
have, and G only realises this discrepancy in maps
after hearing F5.3 This portion of the dialogue es-
tablishes the environment (and therefore path) that
must be followed in this part of the map. I.e., the
overall goal is to establish the route that must be

3G2 thinks F1 refers to the white mountain (a different
one), which is further along on the route, and responds ac-
cordingly.

traversed, which involves the subgoal of establish-
ing salient landmarks around the given route that
must be circumnavigated.

Concessive analysis F5 can be seen as express-
ing concession, since F agrees with G4’s asser-
tion but asserts previously unmentioned informa-
tion which is contrastive because it indicates that
despite G4’s assertion being acceptable, G4’s at-
tempt to respond to her question (F3) hasn’t an-
swered it. Notice also that F3 indirectly proposes
a route around the mountain, and that G4’s indi-
rect answer (i.e., assertion of a fact) can only be
interpreted with respect to F3, since G must be-
lieve that the orientation of the truck with respect
to the temple helps F to recognise the route she is
trying to navigate. F5 accepts this information, but
implies that it fails to answer F3 via the introduc-
tion of a contrastively cued (i.e., “but”) assertion.
This assertion then needs to be checked against
the speaker’s plan in order to determine where the
contrast lies. In this case, the plan (which includes
relative locations of objects on the map as con-
straints and preconditions of navigational actions)
indicates that the path needs to be defined with
respect to the mountain (i.e., she needs to know
whether to go above or below the mountain).
So the concession expresses acceptance of G4’s

assertion but indicates that this assertion fails to
answer the question, which is a Speech Act (SA)
level relation rather than something at the plan-
ning level, but planning information is necessary
for determining this. Determining where the con-
trast lies with this planning information also en-
ables detection of discrepancies and deficiencies
in their maps and facilitates alignment of their per-
ceived environments. After hearing F5, G under-
stands F’s difficulty (they’ve aligned their maps),
and communicates the route to F taking into ac-
count the mountain that’s on F’s map. The TC in
this case can be framed as the proposal raised in
F3 to go to the right of the mountain, and G4 can
be assumed to be against this TC since it doesn’t
answer F3’s question satisfactorily (according to
F5), leaving F5 to support the TC.

Is this really argumentative? However, think-
ing of the two turns as supporting and denying the
TC doesn’t add much useful information here, and



may not even be accurate, since the speakers are
not disputing a claim but resolving a confusion; it
might be more useful instead to think of the two
turns as expressing a different perspective on the
environment. That is, in G’s map, because there’s
no mountain nearby, he expresses the salient fea-
tures he thinks F must circumnavigate, while in
F’s map, the route must be specified with respect
to the mountain that’s between the two features
(i.e., the truck and the temple) that G mentions.
So while argumentative stance per se is not an is-
sue here, determining where the discrepancy lies
is crucial, and viewing G4 and F5 as conveying
different perceived environments with respect to
the salient feature specified in the TC (i.e., the
mountain) resolves this confusion. In other words,
determining the TC and the speakers’ perspective
with respect to this TC facilitates this realignment
by isolating the discrepancy in their plans and es-
tablishing how the preconditions raised in G4 and
F5 both need to be accounted for in their joint plan.

2.3 Analysing the TRAINS example
In the TRAINS TODs4, the agents’ plans are con-
siderably more complicated than in many other
TODs (e.g., Maptask) and involve planning future
actions rather than interleaving task and speech ac-
tions. Here the agents plan how to achieve a trans-
portation task together where one agent knows ad-
ditional constraints and guides the user. In the
dialogue subsection below (from d.93-15.2, with
disfluencies removed), one needs to understand
where in the plan the speakers are in order to
recognise that the user (U) is actually proposing
a new subplan with her assertion of an effect, and
that the system (S) agrees that this effect holds but
rejects the validity of the indirectly proposed sub-
plan (on the basis that the desired task goal, in this
case getting the maximum amount of oranges to
Bath by 7 a.m., wouldn’t be met).

(4) U: well actually I’ll already have an engine in Bath
after I unload the boxcars right

S: right but you wouldn’t have it in time

Where semantic and SA analyses fail Seman-
tic representations of the utterances clearly can’t

4See www.cs.rochester.edu/research/trains/

capture the inferences that must be made in order
to determine that U is actually indirectly propos-
ing a plan. Considering the speech act (SA) level,
the DAMSL annotation scheme would predict for
U the FLF of information-request and statement
assertion and the BLF of reject-part (cued by the
“actually”). (Indirect SAs are not marked, though
if they were, then the utterance would be annotated
as an action-directive.) DAMSL would classify S’
utterance as involving the BLFs of both partial-
acceptance and partial-rejection (for the “right”
and the “but you wouldn’t have it in time” parts
of the utterance respectively), along with the FLF
of statement-assertion. Simply mapping the as-
sertional content of the turns to planning opera-
tors maps both turns to effects in this case, which
doesn’t give enough information to infer that U is
proposing a new plan. Clearly we need to account
for where in the joint plan these operators occur
and how they are related, i.e., we need to account
for prior planning actions when annotating cases
like this, which we argue can be facilitated by ac-
cessing a task-plan history (TPH) for the dialogue
so far that can be maintained in a dynamic seman-
tic representation like the IS framework.

Where plans can help This particular example
involves an implicit plan proposed by U to take the
engine already in Bath back up to Corning with
the boxcars to collect more oranges and return to
Bath. This implicit proposal is recognised by S,
who then criticises the effect of this plan with re-
spect to achieving the agents’ main goal of getting
to Bath by 7 a.m. with the maximum amount of
oranges by indicating that they can’t get the or-
anges back to Bath by 7. In our approach, we
assume that a planner that can recognise the im-
plicit proposal in U’s assertion and the criticism
of this proposal’s effect in S’s turn is available5
and communicates with the dialogue manager in
order to keep the IS updated with what’s happen-
ing in terms of the agents’ salient planning actions.
We also assume that an interpreter is available to
map utterances into planning operators and SAs,
which is feasible in restricted TOD domains and
has been implemented in other systems (e.g., the

5Via scripts we write that communicate with the planner
and request forward-chaining or plan-recognition with vari-
ous inputs.



BEE tutorial dialogue project6 and the COLLA-
GEN project (Lesh et al., 1999).

Concessive analysis In this example the TC
asks whether U’s proposed plan is valid, and U
argues for it (inferred since U proposes it) while S
argues against. Notice that in order to determine
this TC we need to infer U’s proposed plan and
record it in the IS, requiring a dynamic representa-
tion of plan history for the dialogue so far. In fact,
given an evolving record of the plan history in
the IS, we can interpret this example as involving
Denial of Expectation (DofE, following (Thomas
and Matheson, 2003)) with the expectation

, which is more in-
formative than the DofE interpretation
proposed using their algorithm, which
would predict

, since their approach
doesn’t have the benefit of prior planning his-
tory. The bonus of being able to predict useful
expectations for DofE in these indirect TOD
cases provides an additional argument in favour
of maintaining planning history in the IS. In the
next two sections, we will describe how to derive
concessive interpretations in plan-based cases like
this.

3 Incorporating Task-Plan History in the
IS

In (Thomas, 2003) we saw that annotation based
on shallow analysis didn’t give conclusive results
or indicate trends that help predict rhetorical rela-
tions, so we bypass the problems of sparse and di-
verse TOD data by resorting to a “deeper” analysis
that requires a dynamic representation of task-plan
history in the IS. Consider the IS shown in fig. 5
which contains salient task-plan information that
helps us interpret the TRAINS example above.

We omit irrelevant fields and acts here for
brevity, and just show what the relevant part of the
IS7 (following the IS structure given in (Matheson

6See www.cogsci.ed.ac.uk/ jmoore/tutoring/index.html.
7The abbreviated fields are: Previous and Current Dia-

logue Unit (PDU and CDU), Ground (GND) and Conditions
(COND). TPH is omitted in CDU for brevity, since it’s empty.

et al., 2000))would look like for S (after hearing
U utter CA18) in Ex.4. Notice that TPH contains
Task Actions (TA), mirroring Conversational Acts
(CAs) in the Dialogue History (DH). The recogni-
tion of CAs as signalling specific TAs (e.g., TA4
and TA5) would occur within a CA interpretation
process which is called by the dialogue manager,
and would involve plan-recognition (e.g., (Litman
and Allen, 1987) and (Lesh et al., 1999)). This
process would require communication with the
planner, since many CAs communicate informa-
tion about planning operators (e.g., the assertions
of effects in the TRAINS example) rather than di-
rectly making plan proposals. In these cases the
interpreter would need to call the planner with
the specific planning operator communicated and
have the planner forward-chain from this opera-
tor to see if the TC is achievable given this input.
These processes would be called by update rules in
the dialogue manager that call the interpreter and
planner in order to determine what intentions are
being communicated in the utterances.

How the TPH helps resolve anaphoric actions
For example, before update CA3 would contain

; in the IS
above, the argument X of the anaphoric action
communicated by S in CA3 has already been re-
solved to TA4 in the update process by recognising
that U is making a proposal. U’s indirect plan pro-
posal can be inferred via the interpreter, planner
and the TPH; i.e., TA4 is inferred by the planner
upon receiving CA3, thereby enabling recognition
(in the planner) that an alternative to TA3 is be-
ing proposed, and resulting in TA5. This resolu-
tion should occur before the update module deter-
mines whether or not to generate concession, and
the algorithm proposed in the next section takes
as input an IS that’s been updated with this infor-
mation, which simply requires the dialogue man-
ager to call the algorithm after applying the up-
date rules which interpret the input and updates
the IS with the TAs recognised by the planner. So
to resolve anaphoric actions like in CA3,
we need to incorporate into the update module a

8The field values for the action in TPH are: with
(where E1-3 are engines), from, to and via.



(5)

PDU

GND [TA3: ]
DH [CA1: ]

TPH TA4:
TA5:

CDU
DH

CA2:
CA3:
CA4:

COND

rule of the form:9

1. If PDU.TOGND.TPH contains a TA that matches
then

(a) If PDU.TOGND.DH contains a of the form
where Y contains , then re-

place with in .

3.1 The Benefits of Modelling Cross-speaker
Concession

If U accepts the concession communicated by S,
e.g., by saying “Yeah, I guess you’re right, go-
ing back up to Corning for more oranges wouldn’t
work”, then she is socially committed (Mathe-
son et al., 2000) to the concession relation being
communicated with the given TC and S’s expec-
tation that her proposed plan wouldn’t work. In
fact, she needs to recognise that S is responding to
her implicit plan in order to know that S recog-
nised it. On the other hand, if she doesn’t ac-
cept S’s concession, she can indicate this by say-
ing “But it only take an hour to travel between
Bath and Corning, so I should get it there in time”,
which requires that she understands that S is sig-
nalling a rejection of the implicit plan she pro-
posed, and counters S’s argument that her pro-
posed plan wouldn’t work. So both recognising
these implicit plans and also the concession rela-
tion S communicated is essential for her to gener-
ate the appropriate response in cases like these.

4 An Initial Framework for an
Algorithm for Concession

We propose an update algorithm to model
the cases of cross-speaker concession discussed
above. (We will take into account other cases af-
ter more examples from the corpora are analysed.)

9This rule is an example of many similar rules for other
situations involving anaphoric reference to actions that need
to be resolved in order to interpret the dialogue.

This algorithm would be called by an update rule
in the dialogue manager triggered by “but”. If the
required circumstances (outlined in the algorithm)
apply in the given case, concession is predicted.
How do we distinguish the simplicity of the Map-
task example above, where the TC for concessive
interpretation arose from the immediately preced-
ing question in F(3) from the plan-dependendent
interpretations in the TRAINS example? As a first
step we could check for questions to which alter-
native answers are being given in the turns con-
taining and preceding the “but”, and if so, predict
that the question or proposal is the TC and gen-
erate concessive interpretations if the planner ver-
ifies that the relevant turns argue for and against
(or favour and disfavour–given the planner) the TC
(case 1 in the algorithm below).
If there’s no preceding question then one should

check whether the PDU proposes a plan, goal
or action10, and if so, whether the “but” turn
counters this proposal also via communication
with the planner (case 2). Here we only address
cases where the planning operator communicated
in CDU (the “but” turn) is an effect or precondition
(referred to as Operator(TA below, where is
the task action proposed in PDU) that can’t be met
given the proposal made in PDU, and we’ll focus
on other possible planning operator combinations
in future work. So the initial distinctions an al-
gorithm modelling these cases should make are as
follows, given a dialogue with B uttering “but” in
CDU (i.e., turn ):

1. If turn B( ) contains a question in in
10Here we only deal with assertions and not indirect pro-

posals, though this will be addressed in later work. We will
also address preconditions and effects (both future ones and
failed past ones) in PDU in future work, since speakers can
object to actions they think are forthcoming or point out prob-
lems they think have occurred.



UDU.TOGND.DH,11

(a) Call interpreter with and
get back , where comes
from the assertion in turn A( ) found in
PDU.TOGND.DH and comes from the as-
sertion in B( ) found in CDU.TOGND.DHwhere
both are uttered by different speakers. con-
tains the task action queried by the question con-
tained in ; if queries an effect or pre-
condition, then replace by .12

(b) Pass to the
planner, which returns “yes” if and

provide alternate answers, arguments
or comments w.r.t. the question in and
also returns
and if
the arguments in and support and
counter13 the question in and vice versa
otherwise.
i. If “yes” then
A. Update the IS by adding to

CDU.TOGND.DH a new CA of
the form

or vice versa the arguments of for and
against depending on which turn sup-
ports and counters the TC and resolving
the speakers by determining where
and occur in the IS.

ii. Else do nothing.

2. Else if [[PDU.TOGND.DH contains a of the
form 14 (where corresponds to ,
which was returned by the planner after the inter-
preter passed it Y)] and [PDU.TOGND.TPH contains

(where the plan-
ner instantiates with the plan Y proposes di-
rectly or implicitly)] and [CDU.TOGND.TPH contains

, where can be either
an effect or precondition and is instantiated in
(e.g., here it’s ).]] then

(a) Update the IS by adding to CDU.TOGND.DH a
new CA of the form

11UDU was left out of the IS shown in (5) for brevity, and
contains ungrounded dialogue units prior to PDU. See (Math-
eson et al., 2000; Poesio and Traum, 1998) for more informa-
tion on the IS model and fields involved.

12For now we will only allow the question to lie in the turn
before the turn preceding the “but”, i.e., B( ), though
a more developed treatment should allow for (possibly via
search) salient unanswered questions which have been pos-
sibly interrupted by (e.g.) clarificatory or subgoal-resolving
subdialogue.

13We determine whether and support or counter
the TC ( ) by performing forward-chaining from both
TAs in turn to see whether the TC is achievable given that
input.

14We don’t require Y to be an effect, as occurred in the
TRAINS example to allow for some generalisability.

where speaker
gets resolved appropriately by determining
whose turn it is; the speaker of PDU is assumed
to favour the proposal they put forth in
while the speaker of the “but” utterance in CDU
presumably argues against this proposal.

3. Else do nothing. (This case will be elaborated after
analysing more examples.)

Our approach addresses cases like the Map-
task and TRAINS examples via update rules in
the dialogue manager which call the interpreter
(which then sends the planner the planning op-
erators communicated to get back TAs). The in-
terpreter then passes the TAs it receives back to
the update rules which update the IS accordingly
with the given TAs. An update rule in the dialogue
manager triggered by “but” then calls the conces-
sive interpretation algorithm, which tests whether
the given situation can be interpreted as conces-
sion. The algorithm orders the concessive cases so
that we search for the simpler situation of a leading
question first (the Maptask case), before explor-
ing whether an alternative plan is being proposed
(as in the TRAINS example). The algorithm then
spells out how to derive concessive interpretations
in either of these cases. We leave for future work
(via the “else do nothing” statements) examples
that convey concession in different ways. Future
work will also address possible social obligations
(following (Matheson et al., 2000)) launched by
proposals raised (e.g., the TC).

5 Conclusions and Future Directions

In this paper we present a novel treatment of cross-
speaker concession when signalled by “but” in two
specific cases. We motivate our work by analysing
how the examples modelled communicate conces-
sion, and show that recognising concession across
speakers gives useful information about speakers’
expectations and goals and helps avoid potential
planning mismatches by enabling the speakers to
recognise each others’ intentions and respond ap-
propriately and meaningfully. While the sorts of
cases we argued were concessive here are far-
removed from examples displaying the sort of ar-
gumentative force one usually associates with con-
cession (epistemic relations, following (Sweetser,
1990)), we call these TOD cross-speaker “but”



examples concessive because they display differ-
ent stances with respect to some proposal, and
identifying these stances gives useful information
about what the speakers believe, how they per-
ceive their environment, and what their plans are,
and as shown in the Maptask example, they facil-
itate alignment and grounding and help expedite
clarification of misunderstandings.
In future work we will extend this analysis to

more cases of concession across speakers found in
task-oriented corpora to expand our coverage, and
we’ll use these examples to also enlarge upon our
current conception of concession across speakers
in dialogue. Exploring how the combinations of
planning operator-type pairs in concessive cases
convey potential or previous problems and how
these can be resolved will be a practical benefit
of this work.
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Abstract 

In the literature of the semantics and 
pragmatics of questions and answers, lit-
tle attention has been paid to topicality in 
stark contrast to focus.  In this work, we 
will examine a phenomenon from Japa-
nese that strongly suggests the relevance 
of topicality, and propose a formal analy-
sis in a dynamic-semantic framework, 
“Extended File Change Semantics” de-
veloped by Portner and Yabushita (1998) 
for the treatment of topic phrases.  Then, 
we will consider its empirical and theo-
retical implications.  Specifically, we will 
argue that the success of the proposed 
analysis gives evidence for the thesis that 
information structures have a file-like 
structure being segmented for each dis-
course referent and the update by an ut-
terance in general is a local operation 
with its effects being restricted primarily 
to the segment, or file-card for an dis-
course referent which the discourse is 
“about”.  Furthermore, we will discuss 
the issue whether the alleged relevance of 
topicality attested by Japanese, which has 
an explicit topic marker, is motivated also 
for languages that do not have an explicit 
topic marker, using data from English. 

1 Relevance of Topicality for Semantics 
and Pragmatics of Questions and An-
swers: Data from Japanese 

First, consider the following question-answer 
dialogue in Japanese, which has an explicit 
marker for a topic phrase, i.e. -wa: 
 
(1)  

Q. Dare ga hashitte   
  who Nom running 
 
 imasu ka. 
 be  Q 
  ‘Who is running?’ 
 
A1. Jon  ga  hashitte  imasu.  
 John  Nom  running  be 

 ‘John is the one who is running./Only 
John is running.’ 

 
A2. #Jon wa hashitte imasu.
 John Top running be 

 ‘As for John, he is running.’ 
 
What is to be noted here is the difference be-
tween (1A1) and (1A2) in interpretation as an-
swers to (1Q).  First, (1A1) and (1A2) are 
minimally different from each other in that the 
subject, John is nominative-marked in (1A1), 
while it is topic-marked in (1A2).  Interpreted out 
of context, there are no truth-conditional differ-
ences between (1A1) and (1A2); both of them are 
true if and only John is running. Interpreted as 



answers to (1Q), however, there are truth-
conditional differences between them. As the 
glosses indicate, (1A1) implies that only John is 
running, which is considered an instance of ‘ex-
haustiveness’ (Groenendijk and Stokhof 1982, 
1984, 1990). On the other hand, (1A2) commits 
itself only to the truth of John’s running, staying 
away from the issue whether the other relevant 
people are running or not.  A word is in order 
about (A2) being #-marked.  The sharp sign indi-
cates that (A2) is not as felicitous or “congruent” 
an answer to (1Q) as (A1); (A2) does not strike 
one as straight an answer as (A1), giving the im-
pression that you are withholding some informa-
tion relevant to the question under consideration, 
or sidestepping the issue. 

We take the above interpretational phenomena 
to imply among others, the following facts about 
topicality in relation to the semantics and prag-
matics of questions and answers: 
 
(2) a. Topicality has some semantic or truth-

conditional significance.1 

 b. Topicality is relevant in the semantics 
and pragmatics of questions and an-
swers, at least with respect to exhaus-
tiveness. 

2 

2.1 

                                                          

Formal Analysis 

In the following, we will propose a formal analy-
sis of the phenomenon that does justice to the 
observations in (2), and discuss its implications 
for the interpretation of dialogue, especially with 
respect to the structure of information states and 
how they get updated. 

Extended File Change Semantics 

As the semantic framework in which the analysis 
to be proposed will be couched, we adopt the one 
that was developed by Portner and Yabushita 
(1998) for a semantic treatment of topicality, 
called “Extended File Change Semantics”.  As 
the name suggests, the framework was an exten-
sion of File Change Semantics proposed by Heim 
(1982: Chapter 3) for an analysis of the semantics 
of (in)definite noun phrases and nominal anaph-

 
1 For more evidence for the semantic or truth-conditional significance of topic 
phrases other than the data in (1), see (Portner and Yabushita, 1998). 

ora.   Portner and Yabushita extended it for a se-
mantic treatment of topic phrases in that informa-
tion states (Portner and Yabushita call them 
“common grounds”) are constructed to have a 
file-like structure in having a file card, or seg-
ment for each discourse referent.  In the setting, 
the topic phrase of a sentence was analyzed as a 
pointer of a discourse referent whose file card is 
to be selectively updated by the propositional 
content of the sentence, along with the so-called 
“aboutness condition” approach to topicality (cf. 
Vallduví 1990).   

Here, let us review Extended File Change Se-
mantics to the extent that it is essential to under-
stand the following discussion.  Therein, an 
information state (‘file’ in Heim 1982, ‘common 
ground’ in Portner and Yabushita 1998) is de-
fined to be a set of infinite sequences of pairs, 
where each pair consists of an entity and a set of 
possible worlds.  Suppose A is an element of an 
information state, i.e. an infinite sequence of 
pairs of entities and sets of possible worlds.  In-
tuitively, the ith pair denoted <ei, A, Ii, A> repre-
sents a discourse referent numbered i; ei, A is a 
possible value for the discourse referent i, and Ii, 

A is propositional information having been attrib-
uted to the discourse referent so far in the dis-
course.  With an information state having a 
segment for each discourse referent, the update 
function for a formula can be specified to selec-
tively update the segment designated for a par-
ticular discourse referent, as in (3). There the 
updating function is denoted +k, with index k in-
dicating that the file card for discourse referent k 
is to be updated, an information state is denoted 
CG (common ground) following Portner & 
Yabushita, and for an expression α, Int(α) is the 
intension of α. 
 
(3) For an information state CG, an n-place 

predicate R (n ≥ 1), and variables xi, …, xj,  
 CG +k R(xi, …, xj) =  
 {A ∈ CG : for every w ∈ I k, A,  
 < ei, A, …, ej, A > ∈ Int(R)(w)}.  
 
Using the (indexed) update function, the topic 
phrase of a sentence can be analyzed in terms of 
information-state update as directing which dis-
course referent’s segment is to be updated with 
the propositional content of the sentence, as in 
(4). 



 
(4) For any information state CG, and any 

sentence of the logical form [Ti, φ], where 
Ti is a topical discourse referent i and φ is 
a formula for the sentence,  

 CG + [Ti, φ] = CG +i φ. 

2.2 Extension of Extended File Change Se-
mantics for the Treatment of Questions 
and Answers  

Now that the basic features of Extended File 
Change Semantics have been reviewed, we will 
present an analysis of questions and answers as 
we extend the framework by adding necessary 
features specific to questions and answers.  First, 
logical forms will be enriched to incorporate fo-
cus structure along with the structured-meaning 
approach to focus (von Stechow 1989, Krifka 
1991), according to which the logical form of a 
sentence in general has a binary structure <B, F>, 
where B is the background part and F is the focus 
part. Given a sentence S with a focused constitu-
ent A with their “ordinary” logical forms φ and α, 
respectively, the structured-meaning logical form 
of the sentence will be <λX.φ[α/X], α>, where 
φ[α/X] is the result of replacing α in φ with an 
appropriate variable X.  On the assumption that a 
WH-phrase is inherently focused (Rooth 1985 
among others), a WH-sentence will have a logi-
cal form of the background-part form.  The logi-
cal form actually coincides with the ‘relational’ 
meaning of a question on the  “categorial” ap-
proach to questions and what Groenendijk and 
Stokhof (1982, 1984, 1990) called the “(n-place) 
abstract”.  We adopt the background-focus form 
logical form augmented with the topic structure 
abstracting over the focus part as the meaning of 
a WH-question because of fact (2b).  That is, a 
WH-question will now have a logical form of the 
form of λY[Ti, <B, Y>], with the focus part be-
ing abstracted, called “focus abstract”.  For ex-
ample, question (5a) will be considered to have 
the logical form as in (5b), and a possible, con-
gruent answer to (5a), e.g. (6a) will be considered 
to have the logical form as in (6b). 
 
(5)  

a. Jon1  wa dare  o   
 John Top who(m) Acc 
  

 
aishite-imasu  ka. 

 love  Q 
 ‘Who(m) does John love?’ 

b. λY[John1, <λX.LOVE(John1, X), Y>] 
 

(6)  
a. Jon1  wa Meari2 o   
 John Top Mary Acc 
 

aishite-imasu. 
  love 
  ‘John loves Mary.’ 
  

b. [John1, <λX.LOVE(John1, X), 
Mary2>] 

With formulas of the background-focus struc-
ture now introduced, it is necessary to define the 
(index) updating of an information state with so 
structured a formula.  It is defined as follows: 

(7)  CG +i <B, F> = CG +i B(F), where B is 
an expression of the form λX.φ and B(F) 
is the result of substituting F for every oc-
currence of X in φ. 

   
What about the logical forms of (1Q), (1A1), 

and (1A2), which prompted the current discus-
sion in the first place?  The obvious problem with 
(1Q) and (1A1) is that they do not have a topic 
phrase present.  Here, we assume that some con-
textually determined situation is the topic for 
(1Q) and (1A1); furthermore, the situation occurs 
as an argument of the predicate in question 
(Davidson 1967, Kratzer 1988/1995).  That is, 
the logical forms of (1Q), (1A1), and (1A2) are 
considered something as in (1Q)′, (1A1)′, and 
(1A2)′, respectively. 

 
(1Q)′  λY[s3, <λX.RUNNING(s3, X), Y>] 

(1A1)′ [s3, <λX.RUNNING(s3, X), John1>] 

(1A2)′ [John1, < John1, λX.RUNNING(s3, X)>] 
 
With the logical forms of the relevant sen-

tences determined, let us proceed to the interpre-
tation of questions and answers and an analysis 
of exhaustiveness.  We take answering to be an 
illocutionary act of assertion in the environment 



of a question, which is interpreted to be a (par-
tial) function from information states to informa-
tion states.  In this setting, exhaustiveness will be 
analyzed as a conversational implicature arising 
from an (optional) operation on the information 
state resulted from updating by answering.  
Schematically, the current analysis of answering 
a question and exhaustiveness can be represented 
by the following diagram: 
 
(8)  
 <common ground CG, question Q, answer A> 
  | 
  |←illocutionary act of answering (ANSWER) 
  |   
 <common ground CG′, question Q > 
 | 
  |←exhaustivization (EXHAUST) (optional) 
 | 
 common ground CG″ 
 
Diagram 1: Interpretation Schema of Answering Op-
tionally Followed by Exhaustivization 

 
The operation of ANSWER is defined as fol-

lows: 
 

(9) ANSWER(CG, Q: λY[Tq, <Bq, Y>], A: 
[T1, <B1, F1>], …, [Tn, <Bn, Fn>])  

 maps a common ground CG to a common 
ground CG′ such that  

 CG′ = CG + A: [T1, <B1, F1>], …, [Tn, 
<Bn, Fn>] on the following felicity condi-
tion among others: The question and the 
answer sentence(s) have the same topic 
and the background parts, i.e. Tq = T1 = … 
= Tn and Bq = B1 = … = Bn. 

 
What ANSWER does is basically to update a 

common ground CG in such a way that for every 
A ∈ CG, the information segment for the topical 
discourse referent, say k, i.e. Ik, A should entail the 
propositional content of the (the conjunction of) 
the answer sentence(s). 

Next, we go on to the definition of the exhaus-
tivization operation, EXHAUST.  It is an opera-
tion on an information state resulted from the 
operation of ANSWER, as is indicated in Dia-
gram 1.  Before we go into the formal definition 

of EXHAUST, it will be expositional to outline 
what EXHAUST does first so that we will not be 
bogged down in the details involved.  

Suppose CG´ is an information state resulted 
from the application of ANSWER to some in-
formation state CG in the environment of a ques-
tion Q and some answer sentence(s).  The 
operation of EXHAUST will modify CG´ 
modulo Q: λY[Tq, <Bq, Y>] into an information 
state CG″, which is minimally different from 
CG´ in that for every A ∈ CG″, for the topic dis-
course referent, say k (= Tq),  every possible 
world w ∈ Ik, A is such that the extension of 
λY[Tq, <Bq, Y>] in w contains only the individu-
als ‘minimally’ warranted by the answer sen-
tence(s); in other words, w is “minimal” in Ik, A´ 
for some A´ ∈ CG´ with respect to the extension 
of Bq.   

Here, let us illustrate what we mean by “the 
individuals ‘minimally’ warranted by the answer 
sentence(s)”.  Consider the following examples 
of question-answer dialogue. 

(10) Q.  Who came to see Mary? 
 
 A1.  John did. 
 A2.  A man did. 
 A3.  Siskel or Ebert did. 

As answers to (10Q), (10A1), (10A2), and 
(10A3) are normally interpreted exhaustively that 
only John came to see Mary, that one man and 
only one man did, and that either Siskel or Ebert, 
but not both did, respectively.  Those interpreta-
tions all can be characterized as those in which 
the extension of the predicate in question ‘came 
to see Mary’ is specified to be a minimal set con-
taining the individual(s) the answer asserts to 
have come to see Mary. 

In terms of the current view of interpretation 
as a process of information-state updating, ex-
haustivization will be analyzed as pragmatically 
induced, optional updating to be applied post to 
the initial updating by the literal content of the 
answer sentence(s). (See Diagram 1.) 

For the formal definition of EXHAUST, we 
need a couple of auxiliary notions to be defined.  
First, we need to determine the extension of a 
focus abstract as the meaning of an interrogative. 



(11) Definition (Extension of a Focus Ab-
stract) 

 
Given a focus abstract Ψ of the form 
λY[Ti, <B, Y>], a model M, a possible 
world w, a common ground CG, and an 
index j ∉ Dom(CG), the extension of Ψ 
with respect to M, w, and CG, denoted 
Ψ M, w, CG is defined as follows: 
Ψ M, w, CG  

= {eA, j: A ∈ CG + Ψ(j) & w ∈ IA, i}. 
 

Based on the extension of a focus abstract Ψ 
of the form λY[Ti, <B, Y>] with respect to a 
model M, a possible world w, and a common 
ground CG, we will define a partial order on Ii, A 
for A ∈ CG, denoted ≤Ψ, CG. 

(12) Definition (w ≤Ψ, CG w´) 
 
Given a Topic-Background abstract Ψ of 
the form λY[Ti, <B, Y>], a common 
ground CG, a sequence A ∈ CG,  for any 
two possible worlds, w and w´ ∈ Ii, A,  
w ≤Ψ, CG w´  
if and only if Ψ M, w, CG ⊆ Ψ M, w ,́ CG. 

Given a set of possible worlds ordered with re-
spect to the partial order just defined, the “mini-
mal” elements of the set can be defined as 
follows: 

(13) Definition (“Minimal” Possible Worlds) 
 
Given a Topic-Background abstract Ψ of 
the form λY[Ti, <B, Y>], a common 
ground CG and a sequence A ∈ CG, let <Ii, 

A, ≤Ψ, CG> be Ii, A with the partial order ≤Ψ, 

CG.  Then, w ∈ Ii, A is a minimal element of 
Ii, A if and only if for any w´∈ Ii, A, w´ ≤Ψ

2.3 

, CG 
w implies w´ = w. 
 
With all the necessary auxiliary notions having 

been defined, we can finally go on to the formal 
definition of EXHAUST, which is as follows: 
 
(14) Definition (EXHAUST) 

 
Let CG´ be an information state resulted 
from answering to a question whose focus 

abstract is Ψ with an answer sentence(s) on 
an input information state CG, i.e. CG´ = 
ANSWER(CG, Ψ, A), which is CG + [T1, 
<B1, F1>], [T2, <B, F>], …, [Tn, <B, F>].  
When the answer A is uttered with some 
linguistic signal indicating that the utter-
ance is complete such as the falling tone in 
English, and there is no expression to ex-
plicitly defy an exhaustive reading, CG´ is 
subjected to the following operation 
EXHAUST. 

 
EXHAUST(CG´, Ψ)  
= {A´: A ∈ CG´ & A´ is exactly like A ex-
cept that Ii, A´ = {w: w is minimal in < Ii, A, 
≤Ψ, CG´>}}. 
 

The Current Analysis’ Account of the 
Data 

In the above we have presented a semantic and 
pragmatic analysis of questions and answers in-
corporating topicality, which has been shown to 
be relevant to the semantics and pragmatics of 
questions and answers.  It is time to see how the 
current analysis fares well with the data intro-
duced at the outset, specifically the interpreta-
tional facts surrounding the question-answer 
dialogues: (1Q)-(1A1) and (1Q)-(1A2).  The sen-
tences, (1Q), (1A1), and (1A2) will be repro-
duced here along with their information-
structural logical forms, (1Q)´, (1A1)´, and 
(1A2)´, respectively.  
  
(1Q) Dare ga hashitte   
 who Nom running 
 
 imasu ka. 
 be  Q 
 ‘Who is running?’ 
 
(1Q)´ λY[s3, <λX.RUNNING(s3, X), Y>] 
 
(1A1) Jon  ga  hashitte  imasu.  
 John  Nom  running  be 

 ‘John is the one who is running./Only 
John is running.’ 

 
(1A1)´ [s3, <λX.RUNNING(s3, X), John1>] 
 



(1A2) #Jon wa hashitte imasu.
 John Top running be 

 ‘As for John, he is running.’ 
 
(1A2)´ [John1, < John1, λX.RUNNING(s3, X)>] 
 

Now let us see how the interpretation of (1A1) 
as an answer to (1Q) is analyzed.  The felicity 
condition for ANSWER in (9) is satisfied as their 
topic parts and background parts coincide with 
each other.  Then the answering operation pro-
ceeds to update a given CG to CGA1´ as in (15). 
 
(15) ANSWER(CG, (1Q)′, (1A1)′)  

= CG + (1A1)′ = CG + [John1, < John1, 
λX.RUNNING(s3, X)>] = CGA1´  
= {A ∈ CG : for every w ∈ I3, A, John is 
running in the situation 3 in w}. 

 
CGA1´, then, will undergo the exhaustivization 
operation, i.e. EXHAUST(CGA1´, (1Q)′), and 
will be modified into CGA1″ as in (16). 
 
(16) EXHAUST(CGA1´, (1Q)′) = CGA1″ = 

{A´: A ∈ CGA1´ & A´ is exactly like A 
except that I3, A´ = {w: w is minimal with 
in < I3 A, ≤(1Q)′, CGA1´>}}. 

 
As for every A ∈ CGA1´, for every w ∈ I3 A, w is 
such that the extension of  (1Q)′ contains at least 
John, a possible world w is minimal in < I3 A, 
≤(1Q)′, CGA1´> when the extension of (1Q)′ at w con-
tains only John.  Therefore, the resulted informa-
tion state, CGA1″ can be expressed in more plain 
language as in (17). 
 
(17) EXHAUST(CGA1´, (1Q)′) = CGA1″ = 
 {A ∈ CGA1´, for every w ∈ I3, A, the ex-

tension of running in the situation 3 in w 
contains only John, or equivalently, only 
John is running in the situation 3 in w}. 

 
We have seen that answering (1Q) with (1A1) 

felicitously updates an information state and the 
resulted information state is further modified to 
one such that (the segment “about” the situation 3 
of) it entails that only John is running (exhaus-
tiveness), which coincides with the empirical 
data.  Next, let us see the case of answering (1Q) 
with (1A2)?  The felicity condition for the an-

swering operation is not satisfied as neither the 
topic parts nor the background parts of (1Q)´ and 
(1A2)´ coincide with each other.  In terms of 
topic, (1Q) is “about” the situation 3, while (1A2) 
is “about” John, and in terms of focus, (1Q) fo-
cuses on who is running in the situation 3, while 
(1A2) focuses on what John is doing in the situa-
tion 3.  We claim that these discrepancies be-
tween (1Q) and (1A2) are responsible for the 
infelicity of (1A2) as an answer to (1Q). Coerced 
to be interpreted despite the violation of the felic-
ity condition, (1A2) would update a given infor-
mation state CG to CGA2´ as in (18). 
 
(18) ANSWER(CG, (1Q)′, (1A2)′) 
  = CG + (1A2)′ = CG + [John1, < John1, 

λX.RUNNING(s3, X)>] = CGA2´  
 = {A ∈ CG : for every w ∈ I1, A, John1 is 

running in the situation 3 in w}. 
 
As is shown in (18), (1A2) would update the 
segment “about” John with respect to what he is 
doing when question (1Q) is “about” the situation 
3 and solicits information about who is running 
in the situation.  This, we claim, coincides with 
the fact that (1A2) as an answer to (1Q) gives the 
impression that it is “sidestepping the issue”.  As 
for exhaustiveness, the exhaustiveness operation 
would not affect the segment “about” John, 
which has been updated by (1A2) because the 
operation was defined to affect the segment about 
the topic of the question, in this case, that of the 
situation 3.  Consequently, the segment “about” 
John remains to entail that John is running, no 
more or no less, which accounts for the absence 
of exhaustiveness from (1A2). 

3 Cross-Linguistic Considerations: Is 
Topicality Universally Relevant to 
Semantics and Pragmatics of Ques-
tions and Answers? 

The current analysis of the semantics and prag-
matics of questions and answers in relation to 
topicality is essentially based on the data from 
Japanese, which has an explicit morphological 
marker for topic phrase.  The questions that 
might occur to the reader naturally at this point 
include among others the following.  Is the cur-
rent analysis relevant to the cases of other lan-
guages, especially those that have no explicit 



topic marker?  Isn’t the background-focus struc-
ture sufficient for an analysis of the data in ques-
tion? In other words, is it necessary to bring in 
topicality into the picture? 

For those questions, let us consider the follow-
ing examples of English question-answer dia-
logue, where there is a phonological prominence, 
or sentential stress on the capitalized phrases. 
 
(19) Q. Who is running? 
 
 A1. JOHN is running. 
 A2. #John is RUNNING. 
 
This set of examples is a perfect reflex of that in 
(1) in that (19A1) is interpreted to mean that only 
John is running as (1A1) is, and that (19A2) is 
infelicitous as an answer to (19Q) giving the im-
pression that your are “sidestepping the issue” as 
(1A2) is to (1Q) and if coerced to be interpreted, 
(19A2) could only be interpreted non-
exhaustively, i.e., that John is running with no 
implications as to whether the other people are 
running or not. 

On the assumption that a WH-phrase is inher-
ently focused and the phonological prominence is 
a focus marker in English; in (19A1) and (19A2), 
the subject John and the predicate is running are 
considered to be focused, respectively, the back-
ground-focus structures of (19Q), (19A1), and 
(19A2) will be as in (19Q)´, (19A1)´, and 
(19A2)´, respectively. 
 
(19Q)´ λY[<λX.RUNNING(s3, X), Y> 
 
(19A1)´ <λX.RUNNING(s3, X), John1> 
 
(19A2)´  < John1, λX.RUNNING(s3, X)> 

 
It is observed that in the case of an felicitous 
question-answer dialogue, i.e. (19Q)-(19A1), 
their background parts are identical, while in an 
infelicitous case, i.e. (19Q)-(19A2), the back-
ground parts are distinct.  In light of the observa-
tion, we could propose the following felicity 
condition for questions and answers, which is 
weaker than that in (9), not requiring the identity 
in the topic part.2   
 
                                                           
2 Conditions of the same effects have been proposed in e.g. (Yabushita, 1991, 
1992), (Rooth, 1992), and (Krifka, 1999). 

(20)   Given a question and an answer with 
their background-focus structures, Q: 
λY<Bq, Y>, A: <B1, F1>, …,  <Bn, Fn>, 
Q and A are a felicitous question-
answer pair only if the background of 
the question and that of the answer are 
identical, i.e., Bq = B1 = … = Bn. 

 
With the condition above, which is free from ref-
erence to topicality, we can explain the felicity 
facts of (19). As for the exhaustive vs. non-
exhaustive difference in reading between (19A1) 
and (19A2).  One might propose an account like 
the following.  As an infelicitous answer, (19A2) 
does not quality for the exhaustivization opera-
tion, which is applicable only to felicitous an-
swers; therefore, the reading available to (19A2) 
on a coerced interpretation would be at most the 
one of the literal meaning, in this case, the non-
exhaustive reading. 

With the putative success of the above topical-
ity-free account of the semantic and pragmatic 
facts of (19), one might argue that the same ac-
count should be applicable to the Japanese data in 
(1) as well; therefore, the relevance of topicality 
will be in doubt. 

For such a contention, we would like to pre-
sent the following question-answer example. 
 
(21) Q. Who(m) did John introduce Mary to? 
  
 A1. John introduced Mary to BILL. 
 A2. #Mary was introduced to BILL by 

John. 
 
What is to be noted here is that as the sharp sign 
indicates, (21A2) is not felicitous as an answer to 
(21Q) unlike (21A1). 

If the background-focus structure were a suffi-
cient articulation for logical forms of questions 
and answers, (21A1) and (21A2) should not show 
any differences in felicity as answers to (21Q), 
for (21A1) and (21A2) are considered to have the 
same background-focus structure.  Actually, 
however, they do as we have noted above.  On 
the other hand, the felicity facts in question are 
not a problem to our current analysis, which 
adopts a more articulated structure for logical 
forms.  On the widely accepted assumption that 
the subject is a default position for a topic phrase 
in English, the logical forms of (21Q), (21A1), 



and (21A2) will be something as in (21Q)´, 
(21A1)´, and (21A2)´, respectively. 
 
(21Q)´ λY[John1, <λX.INTRODUCED(s3, 

John1, Mary2, X), Y>] 
(21A1)´ [John1, <λX.INTRODUCED(s3, 

John1, Mary2, X), Bill4>] 
(21A2)´ [Mary1, <λX.INTRODUCED(s3, 

John1, Mary2, X), Bill4>] 
 

Then, the current analysis, specifically, the speci-
fication of the ANSWER operation correctly pre-
dicts that (21A2) will not be felicitous as an 
answer to (21Q) as they do not have an identical 
topic-background structure, while (21A1) and 
(21Q) do.  We take what has been seen above to 
be evidence that topicality is crucially involved 
in the semantics and pragmatics of questions and 
semantics even in languages that have no explicit 
topic-marker like English. 

4 Conclusion 

We have presented a phenomenon from Japanese, 
i.e. data in (1) as evidence for the relevance of 
topicality to the semantics and pragmatics of 
questions and answers, and have proposed a for-
mal analysis couched in Extended File Change 
Semantics, which was developed by Portner and 
Yabushita (1998) for the treatment of topic 
phrases.  We take the success of the analysis to 
imply the legitimacy of the framework with re-
gards to the structure of information states and 
the mode of updating information states by utter-
ances. 
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The Syntax Semantics Interface of Speech Act Markers

Henk Zeevat

Abstract
The paper proposes a semantics for speech acts as
a generalisation of update semantics and an ac-
count of the meaning of speech act markers where
they are default resetting devices. The speech act
marker works on specific parameters of a given
speech act and defines new valus for them.
The update semantics of (Veltman, 1996) and
(Heim, 1983) runs into its limits if it tries to han-
dle non-monotonic phenomena and non-assertions
like requests, exclamations or —it can be argued
contra (Jäger, 1996), (Zeevat, 1994) or (Groe-
nendijk, 1999)— questions.
This would be a minor problem only if it would
be the case that these phenomena can be isolated
from the syntactic/semantic system of natural lan-
guage. But that does not appear to be the case in
the least. Discourse particles, intonation and as-
pectual markers can have the kind of pragmatic
contribution to the utterance in which or on which
they appear that is best understood as a modifica-
tion of the speech act performed by the utterance.
This is not normally derivable from the seman-
tic content, from the anaphoric properties of the
marker, or from the kinds of operators that can be
handled in update semantics.
This paper makes the case in point using a number
of such particles and some recent proposals for a
meaning of intonation.
The generalisation of update semantics that ap-
pears to be required is to extend the coverage from
just plain updates (the case of standard assertions)
to the full range of possible speech acts and the ef-
fects they have on the context. This includes next
to updates downdates. But it is also necessary to
be able to recover topics, pass over the authority to
the other speaker, to make links to previous utter-

ances, to have a range of evidential and modal op-
erators and to recover various forms of bias. The
proposal I am making here is no doubt not suffi-
ciently general.
I assume that speech acts have at least three di-
mensions. The first dimension is the set of precon-
ditions for the speech act: what must be the case
with the context of the utterance that makes it pos-
sible to carry out the speech act. This includes the
presence of a pivot for the discourse relations or of
a topic that is to be addressed (often the relation to
the pivot is given by the topic, so arguably these
are not separate cases). The second dimension is
the aim that the speaker wants to achieve with her
speech act. This aim may be of various kinds and
it does not depend on the speaker alone whether
she is going to reach it. It is therefore necessary to
distinguish carefully between her goal with the ut-
terance on the one hand to be achieved together
with the hearer and the effect that the utterance
will achieve without any further action from the
hearer, if the utterance as such is successful (i.e.
it is perceived and recognised as such). I call this
last aspect the minimal effect.
The first dimension can be called context mark-
ing. It is concerned with the preconditions of the
speech act and changes to the defaults assumed
there. and are both additive markers
in the sense that they presuppose an old topic that
has been addressed before. But their contribution
differs in the second and third dimension. With
, we intend to bind an old topic to the new value

that is obtained by adding the value specified in the
sentence to the old value. With , we intend
to replace the old binding by the new value spec-
ified in the utterance. This also affects the third
dimension: in the case of the speaker endorses



the old value of the topic in addition to the value
specified in the sentence, whereas, in the case of

, she disagrees with the old value and ex-
presses her belief to know that the value expressed
in the utterance is the value that should have been
given in the first place.
The second dimension, the intention, is a proposal
for bringing about a new common ground. The in-
tention can only be reached if the hearer in some
sense cooperates and takes over the goal of the
speaker. This cooperation can be minimal, in the
sense of not speaking out against it, as with proper
assertions and promises (the speaker is the author-
ity in such speech acts, even if her authority can be
challenged). But in a question (a proposal to cre-
ate a common ground which contains the answer
to the question), it is the hearer who has to create
(part of) the content of the proposal.
Updates belong to the context change effects.
They are most clearly exemplified by assertions
but also play a role in requests, promises and ques-
tions. These other speech acts give updates with
respect to the knowledge of the speaker and with
respect to the courses of action that the speaker
wants to be pursued. They do this even if the goal
of the speaker is not achieved. The full semantics
for speech acts is composed of conditions on the
common ground, the proposed change to the com-
mon ground and the updates about the speakers
beliefs and desires. It allows inferences about the
common ground before the speech act, about the
choices facing the hearer and about the informa-
tion the hearer and third parties have gained if the
speech act was successful. When the hearer acts
as the speaker had planned and the speaker does
not challenge her authority, the intended effect is
reached. This characterises what is expected of the
hearer in response to a speech act.
Assertions have the following preconditions, in-
tentions and minimal effects. Affirmatives are the
least marked form in natural language and all other
speech acts require more marked forms. I pursue
here the view that all other marking devices (into-
nation, particles, special syntactic forms, etc.) are
there to override some of the parameter settings of
the assertion. A speech act marker must in this
view be seen not as something that marks a speech
act by itself, but as something that together with

other devices constructs the speech act from the
default speech act.
Formalising our speech act theory requires some
choices. The simplest representation of a speech
act is as a set of parameters with default settings.
Let’s give them some names and give the settings
for the speech of an assertion of (these are
the default settings).

POSITIVE BIAS none
NEGATIVE BIAS none
TOPIC BIAS none
TOPIC ?
CONTENT
OPERATOR nil
INTENTION OPERATOR(CONTENT)
AUTHORITY speaker
MINIMAL EFFECT

POSITIVE BIAS is the presence in the common
ground of or a commitment to or evi-
dence for . The value for the assertion
indicates that it is assumed that there is no posi-
tive bias. Assertions fail if there is positive bias or
rather they change into confirmations of different
kinds: of information earlier incorporated in the
common ground (it is a reminder then), of an opin-
ion of the hearer or a third party or of the evidence
for . NEGATIVE BIAS is the opposite: it is
constituted by the presence in the common ground
of or a commitment to it or evidence for it.
An assertion comes with the implicature that there
is no NEGATIVE BIAS and is incorrect if there
is such. With negative bias, it gives way to cor-
rections of various kinds: corrections of the com-
mon grounds, of parties involved in the conversa-
tion and others, and of the evidence (roughly, the
concessive relationship).
TOPIC BIAS is the assumption that the topic has
been addressed before, i.e. that there is infor-
mation about the topic already in the common
ground, possibly again only as commitment of
the conversation partners or others. In assertions,
there is no TOPIC BIAS: the topic is assumed
to be unaddressed, though it normally has been
raised.
The TOPIC parameter is a suitable topic that the
current assertion asserts. I assume that it is given



as a question. The assertion supplies an answer for
this topic in its focus.
CONTENT contains the propositional content of
the speech act and is one of the parameters
that together with AUTHORITY and OPERA-
TOR determines the proposal: to make OPERA-
TOR(CONTENT) common ground on AUTHOR-
ITY.
AUTHORITY contains the person who is assigned
the role of the decision maker and the OPERATOR
is the operator under which the assertion is to be
entered into the common ground. Evidentiality is
the main target of this parameter, distinction be-
tween hearsay, direct evidence, belief and possi-
bilities should be made here.
The last parameter, the MINIMAL EFFECT
records the propositional attitude of the speaker
towards CONTENT that she makes manifest with
her utterance. The minimal effect is what makes
the proposal rational.
The parameters making up the speech act define
it: under the circumstances indicated by the bias-
parameters, the speech act indicates a proposal for
a new entry in the common ground, possibly cor-
recting earlier information, the proposal to be de-
cided by the speaker or the hearer.
Chains of speech acts form conversations and
there is one aspect that I am neglecting here: the
fact that speech acts license other speech acts both
by the same agent and by the other agent. Li-
censing can be described to some extent by restric-
tions on the TOPIC parameter. The TOPIC must
then be set to one of the available topics, with a
mechanism describing which ones are available.
Ginzburg e.g. describes a mechanism of this kind.
The use of speech acts however brings with it the
idea of expected responses of other people. Ask-
ing a question is expecting the other to do one of
range of things: answering the question, possibly
overanswering it or underanswering it, refusing to
answer the question, asking a counterquestion or
an elucidation question. The range of these reac-
tions is part of our understanding of the question
speech act. We can only say that expected reac-
tions are what is necessary to effect the proposal
(or a related one) or ways of declining it.
Speech acts can be modelled by a system of
changes common grounds. The best choice is here

to model common grounds by their basis, a set of
propositions . is common ground iff it is a log-
ical consequence of and the common ground in-
ference rules (Zeevat, 1997). The downdates that
we need to assume can all be given as removal of
specifically targeted propositions in . Some spe-
cial predicates and operators. for a shared de-
sire, entailing (the speaker wants) and (the
hearer wants), common ground belief entailing

and (speaker and hearer belief) and pos-
sibly a similar operator for knowledge. Further
ways of recovering raised topics, addressed top-
ics and an operator for proposals. A speech act is
only defined on if its preconditions are common
ground. The change is that its minimal effect and
the speaker’s proposal become common ground.
Speech acts change a number of things in the com-
mon ground: the facts, the goals, the beliefs and
goals of the speaker and the hearer. It is thereby
not purely about information, and consequently,
speech act semantics is not a semantics for a log-
ical formalism. It contains however the semantics
for a number of logical formalisms, like e.g. up-
date semantics for the content, and for operators
like or the definedness operator for presup-
position.
A full speech act semantics would be able to take a
common ground and predict for a given speech act
whether it is allow given the preceding discourse,
what changes it brings to the common ground
before the hearer’s intervention, what choices it
gives to the hearer and what the effects are of the
hearer’s intervention.

1 Speech Act Markers

Speech act markers come in many shapes and
flavours. Syntactic form is perhaps the most ba-
sic. Many languages have special forms for imper-
atives, interrogatives and affirmatives. E.g. in Ger-
man, fronted WH-XPs mark WH-questions, V2
affirmatives, V1 without a subject imperatives and
V1 interrogatives.
Performative verbs and modal verbs form a second
category of markers. Intonation is important in
speech act marking, in dimensions like bias, topic
and authority. And a final group is particles, pos-
sibly appearing as clitics or morphs.
The reason for calling them speech act markers is



that they can change the values of one or more of
the parameters defining the speech act. The other
parameter values are inherited from the speech act
to which it applies. There is no evidence here for
full operators: the parameters can be affected only
once. There can be no conflict. It also does not
seem necessary to assume an order in which the
markers apply. The markers seem to provide a set
of instructions to reset the default parameter val-
ues in a particular way. What is possible though is
that some markers behave differently given other
markers that apply at the same time. This is similar
to normal contextual disambiguisation and does
not change the concept of a speech act marker.
In principle and in practice it is possible that a
marker both contributes to the content and acts as
a speech act marker. We can use content operators
(e.g. embedding verbs) to limit the interpretation
of the utterance as a speech act. (1) is in princi-
ple ambiguous between a description of what I am
doing and carrying out the promise to be good,

(1) I promise to be good.

in a way another way (2) of carrying out the same
speech act is not.

(2) I will be good.

“I promise” is thereby not a pure speech act
marker. In (3), for example, it does not carry out a
promise at all.

(3) If I promise to be good, will you not be
angry?

Mixed speech act markers give an interesting
way of thinking about the grammaticalisation pro-
cesses underlying the pure speech act markers
which —by the principle that all markers derive
from lexical words— must have come into be-
ing by such processes operating on mixed speech
act markers. Assuming this process allows some
insight into the fact why the less central speech
act markers —and the speech acts they mark—
are so different even in closely related languages.
The explanation is that new markers grammati-
calise not just in response to general communica-
tive needs but also in response to the available in-
ventory of speech acts markers and the frequency
with which they are used and that aspects of its
earlier history of the speech act marker may still

be encoded in its distribution. Much more work is
necessary to gain further insight in the reasons for
the diversity of speech act marking as well as the
universal patterns.
Speech act markers —like other markers— come
in two flavours: obligatory markers and optional
markers. Optional markers typically compete with
a range of similar markers and the unmarked form.
It is typical that what they mark can also be as-
sumed without the marker in question. Our last ex-
ample can be interpreted as a promise (but also as
a prediction about the speaker’s future behaviour)
and there is competition for the explicit marker
with other markers.
Obligatory markers are markers that cannot fail to
be there if the speech act has the property that is
marked. Obligatory markers can be replaced by
another equivalent marker perhaps, but it is not
possible to use the unmarked form. This seems
to arise from the default interpretation of the un-
marked form. If the form is unmarked, the inter-
pretation includes that the marked interpretation
does not obtain. This gives the reason why the
marker is necessary and may the most important
reason for the genesis of grammaticalised speech
act markers. The lexical markers are turned into
functional ones and lose their additional meaning
by semantic epenthesis (Fong, 2001).
The most important claims here are the following
two. Speech act markers can be described as map-
ping speech acts into other speech acts by resetting
the value of one or more speech act parameters.
And: if the parameter is not reset by an obligatory
marker, the speech act retains the default value.

2 Some Markers

Syntactic patterns seem to play only a minor role
in marking speech acts. Affirmative sentence can
have many functions, as can interrogatives. Imper-
atives and constituent questions —by the restric-
tions inherent in their form— seem more on tar-
get. But affirmatives and interrogatives conspire
with auxiliaries, particles and intonation to define
a wide range of speech acts. Typical of the inter-
rogatives is the transfer of authority from speaker
to hearer. But there are exceptions to that. In a
suggestion like (4) or in rhetorical questions, the
transfer is basically a fiction.



(4) Isn’t there a pub near here?

Proper questions can be defined by syntactic form,
intonation, particle, morphs and tags. They vary
considerably in properties though all transfer au-
thority to the hearer.

(5) a. John is in Berlin,isn’t he?
b. Ni hao ma? (Are you doing well?)
c. John is in Berlin?
d. Is John in Berlin?
e. Isn’t John in Berlin?
f. John is doch in Berlin? (I thought John
was in Berlin?)

(5b,d) are unbiased questions that are inditin-
guishable form assertions except in the authority
parameter. (5a) expresses (in the minimal ef-
fect parameter) the speaker’s opinion that John is
in Berlin and allows positive bias. (5c) re-
quires as positive bias, while (5d) has

John not in Berlin as positive bias and as
part of the minimal effect John is in Berlin
and as possible value of negative bias. (5f) in-
verts these values, the speaker indicates that she
believes to know John to be in Berlin (minimal ef-
fect which can be possible value of positive bias),
while the hearer believes to know that John is else-
where as part of negative bias.
Auxiliary-pronoun combinations like ,

, , , ,
and and embedding verbs + pronouns like

or can be added to affirma-
tives and interrogatives to form requests, permis-
sions, requests for permission, offers and promises
in the obvious way.
I am taking the naive view here that we can believe
to know on the authority of one of the speakers
that one of them will do something, is permitted
to do something or can do something. That seems
to be the fiction underlying promises, request and
orders.
Let us go through a promise in our representation
scheme for speech acts.

POSITIVE BIAS
NEGATIVE BIAS none
TOPIC BIAS none
TOPIC ?
CONTENT
OPERATOR nil

INTENTION OPERATOR(CONTENT)
AUTHORITY speaker
MINIMAL EFFECT

Threats are made by inverting the bias, offers to do
by shifting the authority to the hearer and chang-

ing the minimal effect to . Requests
shift the authority and have as minimal effect that

.
It is generally assumed that intonation can mark
transfer of authority by itself, in the so-called sen-
tence final rising. It also serves to indicate surprise
and can thereby be used to mark both reminders
that contradict what the other just said or implied
and confirmation questions where the surprise in-
dicates that the speaker assumes that there is a
conflict with what assumed before. Within our in-
terpretational scheme we could also accommodate
the case where there is an intonational marking of
the fact that a weaker topic is addressed than the
one given in the context (the so-called “twiddle”).
It seems a good deal easier to address the seman-
tic/pragmatic contribution of intonation as setting
parameters in speech act concepts than in a frame-
work like modal logic as in (Steedman, 2003).
My personal motivation for looking at speech act
marking is to make some progress with the se-
mantic/pragmatic properties of particles. Follow-
ing the presupposition literature, (Kripke, ms)’s
observation on the particle and the ideas of
(Blutner and Jäger, 2000) on optimality theoretic
versions of presupposition resolution and accom-
modation, it seemed that progress could be made
(Zeevat, 2002). But as I indicated, already and
its cousin suffice for making it quit du-
bious that this will work. Both particles have the
same presupposition (or mark the same contextual
property) that the current topic has been addressed
before. But that does not clear up their difference.
We need to talk about the different context change
that they define: one adds to the old information
on the topic, the other replaces it. This cannot be
coded in the informational content of the utterance
or in its contextual marking properties, but needs
the difference between an assertion and a correc-
tion.
In the current framework, and both
have a topic bias: they assume that the topic has



been addressed before. But they make a different
proposal: proposes the content of the clause
that it marks, also proposes to eliminate
the earlier information (and has it as minimal ef-
fect that the speaker believes to know that the ear-
lier information was not correct.
Another old problem is the Dutch particle
having both an emphatic use, which seems to mark
negative bias in the common ground and correc-
tion, and various hard to describe nonemphatic
uses like:

(6) Het komt wel goed.
Don’t worry.

Like its English translation, seems to refer to
the worry, i.e. the thought that things will not be
allright and corrects it. But it is not a proper cor-
rection: the speaker has no proper evidence and
the main effect of the particle is to tone down
to or even weaker. Negative bias is what the two
uses share. It can perhaps be described as a way of
refusing to make the hearer’s belief that it will go
wrong common ground. The intonational differ-
ence seems due to to the fact that the emphatic
requires an overt negative antecedent with which it
stands in a contrast relationship. Where the an-
tecedent is merely supposed, contrastive intona-
tion is unnecessary. There are however uses of
which seem to lack any relation to a negative opin-
ion of the hearer like (7).

(7) We gaan wel wat eten in de stad.
(??)We can go and eat something in town

The same picture arises with Dutch/German
. Most share negative bias, but within

that they do different things.

(8) a. Laten we hem vrijdag opzoeken. Hij is
dan toch in Amsterdam.
a’. Let us visit him on Friday. He is then
in Amsterdam anyway.
b. Hij is toch in AmStErDaM?
b’. He is in Amsterdam, isn’t he.
c. Hij is TOCH in Amsterdam.
c’. He is in Amsterdam after all.
d. Is hij TOCH in Amsterdam?
d’. Is he in Amsterdam after all? (We
thought he would not be)
e. Kom toch naar Amsterdam. (exhorta-
tion)
e’. Come to Amsterdam. (you know
you’ll like it).
f. Kom TOCH naar Amsterdam.
f’. Come to Amsterdam, (although I see
why you do not want it).

The most curious thing about is that the non-
emphatic uses decay into markers of reminders
(like (a) and (e)). Again the emphatic uses require
proper antecedents. The development of a use as
a reminder particle probably derives from its use
as the marker of a reconfirmation question for an
element of the common ground in the face of con-
flicting evidence (b).
Reconfirmation is also the typical function of

. Here we have positive bias like in re-
minders, but there is a crucial difference. Where
unemphatic calls on the hearer’s memory for
the reconfirmation, brings the idea of new
and proper evidence. We can capture this in our
representation by instantiating the positive bias pa-
rameter with a weaker antecedent.

3 Conclusion

I have given the outline of a theory of speech act
marking. Syntactic form, content, intonation and
particles combine in setting a number of param-
eters that together determine the speech act. The
parameters are set by overriding a default and the
default itself has a strong content that gives rise to
a range of unexpressed implicatures. inferences.
The semantics of the representation is given by
possible developments of the common ground un-
der the speech act. This needs a generalisation of
update semantics that incorporates corrections and
the notion of authority, as well as a series of quasi-



modal operators.
Speech act semantics is the proper place to study
particles and marked syntactic forms. In a pure
update semantics, characterisations remain partial
only and the connections between the different
uses of particles remains unclearer than they need
to be.
In a theory of speech acts in which there are de-
fault settings for various parameters, it is possi-
ble to understand better why the use of particles
is governed by marking principles. If the particle
is not there to override the default setting, the de-
fault is assumed. This means that the speaker will
be misunderstood if she omits the particle when
she intends a speech act with a property expressed
by the particle. Obligatory marking can therefore
arise from the zero situation with an ambiguous
speech act form. If marking has become possi-
ble, if there is a statistically based preference for
one of the readings (possibly resulting from op-
tional marking) and if there are sufficiently many
misunderstandings, the optionality of the marking
will decrease and the bias for misunderstanding
the unmarked form as expressing the standard case
will increase. This promotes further marking and
stronger bias towards misinterpretation of the stan-
dard form. Under the appropriate statistical condi-
tions this leads to obligatory marking.
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Abstract 

The poster describes the essential ingredi-
ents of project I1-OntoSpace of the “SFB/ 
TR8 on Spatial Cognition: Reasoning, Ac-
tion, Interaction” (Bremen/ Freiburg). The 
SFB/TR8 is an interdisciplinary collabora-
tive research center that has been financed 
by the DFG since January 2003. The poster 
highlights the empirical studies in linguis-
tic human-robot interaction being carried 
out, including first results. 

1 Project Outline 

Natural language is an essential mode of interac-
tion between users and sophisticated spatially-
aware systems such as mobile assistance robots. 
Providing suitably sophisticated natural language 
capabilities for ever more complex interaction sce-
narios is a major problem. An important contribut-
ing factor is the lack of appropriate 
modularizations of the technical components in-
volved in complete systems that combine spatial 
and linguistic capabilities. Such interaction needs 
to be as natural and non-intrusive as possible in 
order to support the widest possible range of poten-

tial users, and so sophisticated accounts are re-
quired. Most of the features that make interaction 
‘natural’ still present substantial challenges for 
dialog systems and solutions are not to be found 
within single research areas.  

One particularly effective strategy for modulari-
zation is the adoption of linguistically motivated 
ontologies that mediate between do-
main/application knowledge and Human Language 
Technology (HLT) components. But current 
strategies for ontology mediation exhibit a rigidity 
that is inappropriate for the relationships observed 
between domain and linguistic knowledge in real 
interactions. Here, a negotiation of mediation 
within ‘conversational’ interaction appears crucial 
both for ontology design and for achieving inter-
operability.  

This project therefore has the primary goal of 
developing a toolbox of ontology-based methods 
suitable for supporting natural language interaction  
and technology re-use within a range of interaction 
scenarios involving spatially-aware systems. The 
methods developed will be motivated by detailed 
empirical investigations of the actual communica-
tive strategies of negotiation employed by users of 
robotic systems. The results of these experiments 
will feed into a situation/scenario-parameterized 
formalization of inter-ontology mappings.  



The project will contribute to the further devel-
opment of emerging standards in ontological engi-
neering, their application in the management of 
natural language, and the development of ontologi-
cal modules involving spatial representations for 
mobile robots. It will also use the ontology media-
tion strategy to overcome a persistent lack of inter-
action between spatial system design, robotic 
interaction, etc. and HLT. This has limited both the 
wider re-usability of important research results 
concerning the natural language analysis and gen-
eration of spatial relations, including fine-grained 
semantics for spatial expressions, route description 
planning and understanding, resource-adaptive 
generation, etc.  
 

2 Empirical Studies 

This project is concerned with two primary ontol-
ogy levels: the linguistic and the spatial; these are 
defined by importing existing research results and 
then refined by targeted empirical investigation of 
linguistic behavior in specially tuned spatial set-
tings. For maximal re-usability of generic compo-
nents, any language components employed must 
refer only to the linguistic ontology level. Contact 
with the spatial knowledge is achieved by inter-
level mediation. 

The particular mappings to be defined between 
the spatial and linguistic ontologies are derived 
from the communicative strategies revealed in the 
empirical investigations. The empirical problems 
we address are located in two problem areas: first, 
the complexity of the interpretation of spatial ex-
pressions based on the considerable variability of 
implicitly underlying reference systems and the 
associated negotiation processes between the inter-
actants; second, the peculiarities pertaining to the 
choice of linguistic expressions in an unfamiliar 
interaction situation involving an artificial inter-
locutor. Both problem areas combine in linguistic 
interaction scenarios in which users are required to 
communicate with an unfamiliar robot about spa-
tial surroundings. 

We address the parameterization of ontology 
mappings related to spatial configurations by mak-
ing the relationship between situational variables 
and linguistic properties transparent. For instance, 
the users’ choices of spatial reference systems and 
of strategies for referring to landmarks are central 

parameters of linguistic variability in human-robot 
interaction. Users may (justifiably!) be uncertain 
about what the robot can perceive, and so the lack 
of mutual and reflexive common ground for the 
interactants regarding the spatial situation may lead 
to insecurity about which objects may serve as 
landmarks and how they can be referred to. This 
variability can be experimentally controlled. 
Closely related to this factor are the participants’ 
linguistic and spatial choices concerning group-
based reference – a kind of reference system often 
neglected in the literature – using further similar 
objects instead of a different object as a relatum to 
specify the target object’s position. Such issues are 
addressed by confronting users with tasks involv-
ing different configurations of diverse (similar and 
differing) objects, the robot, and the user. 

Results achieved so far suggest that in human-
robot interaction, irrespective of the particular spa-
tial configuration, human instructors reliably take 
the robot’s point of view. This behavior differs 
from that found in human-human interaction and 
so needs to be considered in designing dialog in-
terpretation strategies for such systems. Further-
more, the dialogue history demonstrably influences 
users’ decisions about their choice of reference 
systems: With previous success using group-based 
reference, users tend to employ this format even in 
a scenario in which the robot only perceives one 
box, a situation where group-based reference does 
not standardly apply. Users attend to the robot’s 
(linguistic and motional) reactions, relying on pre-
vious successful instruction formats as well as 
aligning to the robot’s output on all linguistic lev-
els: morphological, syntactic, semantic and con-
ceptual. A further major area of results concerns 
the degree to which the spatial arrangement – in-
cluding the robot’s view direction – influences the 
users’ instructions with regard to choice and appli-
cability range of reference system, choice and di-
rection of perspective, complexity of reference, 
vagueness or redundancy, etc. Functional aspects 
such as perceived distance and accessibility play a 
major role, for example in interpreting expressions 
like front and back. 

Such findings can – and will in the project’s fu-
ture – be used for the parameterization of inter-
ontology mappings in order to link abstract spatial 
representations with their possible linguistic ex-
pressions in a flexible manner. 
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1 Introduction

Empirical findings (Moore, 1993) show that flex-
ible natural language interaction promotes active
learning. In the DIALOG project 1 (Pinkal et al.,
2001), we are investigating and modelling seman-
tic and pragmatic phenomena in tutorial dialogs
focused on problem solving skills in mathematics.
The language used in this domain is particularly
challenging because of the mixture of natural lan-
guage and formal symbolic expressions. We have
collected a corpus of dialogs with a simulated tu-
toring system for proofs in naive sets theory. Cor-
pus investigation into the use of natural language
in mathematics enables us to identify the linguistic
phenomena that will impose specific requirements
on dialog management. The goal of the project is
to develop a prototype system gradually embody-
ing the results of our analyses.

2 Empirical Study

To collect a corpus of tutorial dialogs, we
have conducted aWizard-of-Oz (WOz) experiment
(Benzmüller et al., 2003a). 24 subjects with vary-
ing educational backgrounds, and little to fair prior
mathematical knowledge participated in the exper-
iment which consisted of 3 phases: (1) prepara-
tion and pre-test (on paper), (2) tutoring session
(mediated by the WOz tool (Fiedler and Gabsdil,
2002)), (3) post-test and evaluation questionnaire
(on paper). Subjects were asked to prove 3 the-

1DIALOG is part of the Saarland University Collaborative
Research Center on Resource-Adaptive Cognitive Processes
(SFB 378) (http://www.coli.uni-sb.de/sfb378/)

orems2: (a)
; (b) ;

and (c) When , then . The sub-
jects were instructed to enter proof steps, rather
than complete proofs at once, to encourage dialog
with the system. The wizard’s task was to respond
to the student’s utterances following a given algo-
rithm (Fiedler and Tsovaltzi, 2003): first evaluate
their completeness, accuracy, and relevance with
respect to a valid proof, then select the next dialog
move and verbalize it. The subjects and the wiz-
ard were free to mix natural and formal language.
The dialogs were carried out in German, and had
between 1 and 15 student turns; 5 on average.

3 Language phenomena in utterances

Figure 1 shows example responses; only English
translations are included for brevity. We have ob-
served that mathematical and natural language ex-
pressions are tightly interleaved, and the language
is telegraphic: sentences are fragmented, symbols
are used to name relations. We have identified re-
curring structural and semantic phenomena, exam-
ples of which we present below.
Structural phenomena, firstly, concern parsing

the interleaved symbolic and natural language (“A
also ”) and identifying the status of mathe-
matical expressions (considering scoping issues,
as in “B contains no ”). Secondly, they
concern recognizing typical patterns expressing
derivation steps (“If..., then...”, “So...”), and possi-
ble structural ambiguities in cases such as coordi-
nation (“[ ] and so [ and ] given

2 stands for power set



(1) A power set contains all subsets, hence also
(2) T: ... ... S: de Morgan rule 2 applied to both complements
(3) de Morgan rule 1 also holds for de Morgan rule 2 means . In this case

e.g. the term the term . So
(4) must be in , since
(5) . If is a subset of and a subset of , then both sets together must

also be a subset of . The same holds for . applying the de Morgan rules.

Figure 1: Examples of students’ utterances.

[the assumption]” vs. “[[ ] and so [ ]]
and [[ ] given [the assumption]])” 3.
Semantic phenomena mainly involve imprecise,

ambiguous, and/or informal references to domain
relations, or formally incorrect, but metaphorically
interpretable references. For example, “must be
in” in (4) and “contains” in (1), can express the re-
lation element of or subset of; “have common ele-
ments” refers to the non-empty intersection; “both
sets together” in (5) may be interpreted as union or
intersection; the relation “=”, used mainly in equa-
tions or to indicate a value assignment, has been
also used for term substitution in an axiom (in (3),

is to be substituted for , and for
). Another class of phenomena are references

to structural parts of terms and formulae such as
“the left side” or “the inner parenthesis” which are
incomplete specifications: the former refers to a
part of an equation, the latter, metonymic, to an ex-
pression enclosed in parenthesis. Moreover, struc-
tural parts of formulae constrain the search space
for anaphor resolution (e.g. the left- and right-
hand side of the equation in (2) for resolving “both
complements”). Finally, generic and specific ref-
erences can appear within one utterance (cf.(1), “a
power set” is a generic reference, whereas “ ”
is a reference to a subset of a specific power set).

4 Ongoing work

Presently, we are implementing a formulae parser
capable of (a) identifying formulae, (b) analysing
their structural parts. Formulae analysis is a pre-
processing step toward a semantic interpretation of
utterances. Here, we are pursuing two approaches:

3Square brackets illustrate alternative structural grouping
of coordinated constituents

(1) shallow recognition of derivation steps based
on recurring keywords used to introduce them,
and (2) syntactic and semantic analysis using a
lexically-based grammar4. The input analysis is
embedded within the context of implementing an
Information State-based dialog manager that is to
interact with a mathematical assistant in conduct-
ing a tutoring session (Benzmüller et al., 2003b).
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1 Problem 

The inexorably rising cost of healthcare provision 
is a major problem worldwide. A cost-effective 
way of improving quality of care while contain-
ing costs is to manage clinical decision-making 
and workflow by means of computerized care 
pathways. These pathways are increasingly rep-
resented using machine-readable formalisms, and 
this creates important opportunities for develop-
ing flexible natural language interfaces for cap-
turing clinical data (e.g. taking clinical histories) 
and giving advice (e.g. recommending clinical 
actions). Natural language interaction could also 
offer patients more control of their own care, by 
allowing them to obtain advice whenever and as 
often as they need it. Voice interaction seems a 
particularly suitable approach as speech is a natu-
ral way for people to communicate and does not 
require the patient to use any technology other 
than a telephone. 

Spoken dialogue systems have great potential 
for delivery of healthcare services. However 
medical applications that provide advice to pa-
tients or to practitioners pose particular problems 
relative to standard information seeking dia-
logues such as flight booking or banking. In most 
current commercial dialogue systems, the dia-
logue designer specifies the exact interactions 
which can take place. Manual-coding allows pre-
cise control of what can occur within a dialogue, 
but is an expensive process, especially for com-
plex dialogues. In the medical domain, the 
knowledge structures are particularly complex, 
and the system requires complex reasoning and 
decision-making to respond to the user. It there-
fore seems necessary to integrate technologies 
such as medical guidelines and advice systems 
directly with the dialogue system so that dia-
logues can be generated automatically to reflect 
user behaviour and changes in clinical context. 

2 Solution 

Cancer Research UK (CR-UK) has developed a 
dialogue system (Beveridge and Milward, 2003a; 
Beveridge and Milward, 2003b; Milward and 
Beveridge, 2003) as part of the EU HOMEY pro-
ject (Home Monitoring through an Intelligent 
Dialogue System, IST-2001-32434). The first 
application of the system is intended for use by 
medical General Practitioners to determine 
whether a patient with suspected breast cancer 
should be referred to a cancer specialist (Bury et 
al., 2001). The dialogue system therefore needs 
to be closely integrated with medical domain 
knowledge, in this case in the form of an ontol-
ogy for the breast cancer domain provided by 
Language & Computing n.v. (Ceusters et al., 
2002), and knowledge of clinical tasks and proc-
esses, in this case the PROforma process specifi-
cation language (Fox et al., 2003). 

In order to allow integration with these domain 
representations, our dialogue model is divided 
into high- and low-level representations. The 
low-level representation defines a finite-state 
network of communication acts represented by a 
VoiceXML specification. The high-level repre-
sentation captures information regarding the in-
tentional and informational structures underlying 
the dialogue, along with its current attentional 
state (Grosz and Sidner, 1986; Mann and Thomp-
son, 1988). The information in the high-level rep-
resentation is in turn derived from the underlying 
domain specification, with the intentional struc-
ture deriving from decisions, plans and other 
tasks in the medical care pathway and the infor-
mational structure deriving from the medical on-
tology. In order to make use of these 
representations in a practical system we have 
employed a multi-level architecture, similar to 3-
layer hybrid agent architectures (Gat, 1998) as 
shown in Figure 1. 



The deliberative layer is provided by a domain 
manager that creates an abstract task specifica-
tion (ATS) based on the outputs of the plan exe-
cution and ontology engines. The sequencing 
layer includes a Game Engine which determines 
the conversational games (Lewin, 2000) to be 
played in order to complete the tasks in the ATS. 
The Game Engine uses ontological knowledge to 
reorder games. For example, a game concerning 
a refinement of a concept will, if possible, be or-
dered to appear immediately after the concept has 
been introduced to ensure maximal dialogue co-
herence. The resulting High-Level Dialogue 
Specification (HLDS) is used by a Move Engine 
to generate the sequence of low-level communi-
cative acts (moves) that can be made by either 
participant at the current point in the dialogue. 
The reactive layer interprets the low-level speci-
fication (VoiceXML) in order to complete the 
specified dialogue segment, and handles low-
level reactive behavior required to support com-
munication, e.g. repeating prompts, changing the 
speech volume etc. If an event occurs which the 
reactive layer cannot handle (e.g. the user taking 
the initiative) then it is passed back to the se-
quencing and deliberative layers to be processed. 

The complete spoken dialogue system appears 
to be flexible and robust, resolving lexical and 
terminological ambiguities in real time using on-
tological knowledge, accommodating mixed ini-

tiative, and varied groupings of clinical data by 
the game engine (an animated demonstration of 
the system is available.) Formal evaluations of 
the technology are to be carried out in the domain 
of cancer referral decisions (described earlier) 
and in the collection of family history data for 
genetic risk assessment and management. We are 
also investigating the potential for the technology 
to scale up to a larger medical domain encom-
passing the diagnosis, treatment and long-term 
follow-up of patients with breast cancer. 
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1 Introduction

Believable characters are defined in the arts as au-
tonomous characters with personality, capable of show-
ing emotion, being self-motivated rather than event-
driven, adaptable to new situations, maintaining con-
sistency of expression, and able to interact with other
characters. These requirements impose a number of
conversational capabilities on a spoken dialogue inter-
face with a believable character: the character should
react on its name, it should give subtle signals when it
is listening or wants to take the turn, and it should allow
interruptions while it is talking.
Implementing these conversational aspects of believ-

ability presupposes a flexible architecture capable of
dealing with asynchronous processes. Most of today’s
spoken dialogue systems exhibit a pipelined architec-
ture and even software agent-based architectures with
the potential to function asynchronously work in prac-
tice as a pipeline approach. Spoken interaction with
a believable character is, in the simplest case, replac-
ing the speech synthesis component with a module
that captures both the animation of the character plus
speech synthesis. It is obvious that processing on a
purely sequential basis wouldn’t meet the requirements
for believability—this paper introduces a dialogue sys-
tem based on an asynchronous agent architecture devel-
oped within the MagiCster project, aiming to display
the aforementioned believable aspects.

2 Face-to-Face Spoken Dialogue Systems

Our spoken dialogue system prototype is built around
the embodied believable conversational agent Greta
(see Figure 1) developed in MagiCster (www.ltg.
ed.ac.uk/magicster/). This animation charac-
ter includes detailed emotion modelling, within the ap-
plication domain of giving advice to teenagers about
eating disorders (Pelachaud et al., 2002).
In the framework of this system, we focussed on im-

plementing several subtle but effective non-linguistic
aspects of conversation, which we believe contribute to
an improved sense of believability: allowing interrup-
tions when Greta is speaking; system back-channelling
(generating uhm’s, nodding) and showing attention
when the user is speaking; signalling awareness of the
presence/absence of the conversational partner.

3 OAA for Spoken Dialogue Systems
Realisation of these capabilities in a spoken dialogue
system requires a flexible asynchronous architecture.
The Open Agent Architecture (OAA, www.ai.sri.
com/˜oaa/) is a framework for integrating soft-
ware agents, possibly coded in different programming
languages and running on different platforms. The
OAA framework forms a piece of middleware allowing
smooth integration of software agents for asynchronous
dialogue systems in a prototyping environment.

DME Greta
Player

MIND Festival
Synthesiser

ASR
Nuance

FAP
APML

Emotion
Move

Spoken Input

Figure 1: System Architecture

Figure 1 shows the components implemented as
OAA agents. We adopted the grammar-based approach
to language modelling that Nuance speech tools sup-
port (www.nuance.com). Using the slot-filling op-
tion of GSL, the value returned by the speech recog-
niser is the symbolic move of the utterance. The recog-
nised string, the move, and an acoustic confidence
value are sent as input to the dialogue move engine.
Different speech grammars are loaded during differ-
ent stages in the dialogue to increase performance of
speech recognition.
The dialogue move engine (DME) controls all input

and output relevant to the dialogue, interprets the user’s
move, and plans the system’s next move. It can acti-
vate the ASR with a particular grammar, and receives
information from the ASR (recognised moves, start of
speech). It generates the system’s move in the form
of APML (Affective Presentation Markup Language),
and sends this to the Greta Player. It is also able to tell
the player to stop and it receives information when it is
finished. The DME implements the information-state
based approach to dialogue modelling.
The MIND component models emotions using dy-

namic belief networks, following the BDI (believes, de-
sires, attentions) model (Pelachaud et al., 2002). Given



a symbolic move sent by the DME, MIND decides
which affective state should be activated and whether
certain emotions should be displayed and how.
Greta is the talking head that plays FAP files based

on timing information received from the Festival syn-
thesiser. Greta combines verbal and nonverbal sig-
nals in an appropriate way when delivering informa-
tion, achieving a very rich level of expressiveness dur-
ing conversation (Pasquariello and Pelachaud, 2001).
Using the APML markup language, it is able to ex-
press emotions, and synchronise lip and facial move-
ments (eyebrows, gaze) with speech.
The Festival synthesiser (www.shlrc.mq.edu.

au/festdoc/festival/) takes as input an
APML file and produces both a waveform and timing
information structured according to syllables and
words. This information is needed by the Greta player
to determine gestures and other movements, including
facial movements such us eyebrow lifting and move-
ment of lips and other articulators (Pasquariello and
Pelachaud, 2001).

4 Information States in DIPPER
The information-state approach to dialogue modelling
(Larsson and Traum, 2000) combines the strengths of
dialogue-state and plan-based approaches, using as-
pects of dialogue state as well as the potential to in-
clude detailed semantic representations and notions of
obligation, commitment, beliefs, and plans. It allows a
declarative representation of dialogue modelling and is
characterised by the following components: (1) a spec-
ification of the contents of the information state of the
dialogue; (2) the datatypes used to structure the infor-
mation state; (3) a set of update rules covering the dy-
namic changes of the information state; and (4) a con-
trol strategy for information state updates.
Our implementation of the information-state ap-

proach, DIPPER, follows the TrindiKit (Larsson and
Traum, 2000) closely, by taking its record structure
and datatypes to define information states. However,
in contrast to the TrindiKit, in DIPPER all control is
conveyed by the update rules, there are no additional
update and control algorithms, and there is no separa-
tion between update and selection rules. Furthermore,
the update rules in DIPPER do not rely on Prolog uni-
fication and backtracking, and allow developers to use
OAA-solvables in the effects (Bos et al., 2003).
Update rules specify the information state change

potential in a declarative way: applying an update rule
to an information state results in a new state. An update
rule is a triple name, conditions, effects , The condi-
tions and effects are defined by an update language, and
both are recursively defined over terms. The terms of
the update language allows one to refer to a specific

value within the information state, either for testing a
condition, or for applying an effect. In DIPPER this
is done in a functional rather than a relational way as
implemented by the TrindiKit, effectively abstracting
away from Prolog syntax and discarding the use of Pro-
log variables.
We took the update rules of the GODIS system

(Larsson and Traum, 2000) as a basis for our dialogue
system for Greta. To implement the aspects of con-
versational believability in our system, several update
rules were added, working mostly on the attentional
state such as user-awareness and back channelling.

5 Conclusion
Implementing complex spoken dialogue systems—
systems that go beyond the rather straightforward
pipelined architectures—poses several requirements on
the flexibility on dialogue modelling and the under-
lying architectures. We presented a system involv-
ing spoken interaction with an embodied character
showing several believable characteristics of conver-
sational behaviour, using the DIPPER framework for
building spoken dialogue systems (www.ltg.ed.
ac.uk/dipper/). We argued that OAA combined
with an information-state theory of dialogue modelling
is a goodway of managing asynchronous processes that
are imposed by these phenomena. We further claimed
that an optimisation of the TrindiKit, where all dia-
logue controlled is specified by update rules, in com-
bination with a language for update rules that abstracts
away from Prolog and is tighter integrated with OAA,
improves the facilities in the developer’s workbench for
complex spoken dialogue systems.
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Abstract

We describe a testbed for simulating affective
dialogs with an Embodied Conversational Agent
(ECA). We show how the dialog is influenced by
the social context and the agent’s emotional state
and how this state is, in its turn, dynamically
influenced by the dialog.

1 Introduction

Psychologists agree in claiming that cognition
influences emotions and vice versa. According to
some authors, activation of emotions in artificial
agents is due to variation in their beliefs and
high-level goals. On the other hand, affective
states produce changes in active beliefs, in goal
activation and priority and in the reasoning skills;
they consequently influence learning, decision
making and memory (Castelfranchi (2000),
Forgas (2000), Picard (1997)). Simulating
dialogues in domains in which affect plays a
relevant role requires modeling these dynamic
phenomena and building agents that are able to
show a reactive behavior during the dialogue, as
far the situation evolves. To this aim, models of
emotion activation have to be built (Ortony et al.
(1998)) and connected to the reactive component
of the dialog planner. Emotions must drive
reasoning behind the dialog and regulate it. If the
dialogue occurs between the user and an
Embodied Conversational Agent (ECA), the
influence of emotional factors must also be
visible in its ‘body’: this requires implementing
the agent's ability to express emotions through
face, gesture and speech (Cassell et al, 2000).
Simulating affective dialogs therefore requires
investigating which emotions the agent may feel
during the dialog, as a consequence of exogenous
factors (the user moves) or endogenous factors
(the agent's own reasoning). It also requires
studying how every emotion influences the

dialog course: in particular, priority of
communicative goals and dialog plans (de Rosis
et al, 2003).

A testbed may enable designers to evaluate the
role of the main variables involved in this
simulation and to assess how they influence the
dialog course. Examples of these variables are
the social context in which the dialog occurs, the
role played by the ECA, its personality, its
relationship with the user and the environment in
which interaction takes place. In this demo, we
will show the testbed that we developed in the
scope of Magicster. The system is driven by a
Graphical Interface, which interacts with the user
and coordinates activation of various modules
and exchange of information among them:
- Mind initially receives information about the
setting conditions and selects "personality",
"context" and "domain" files accordingly. It
subsequently receives an interpreted user move
and sends back a list of “emotion intensities” that
this move activates in the agent;
- Dialog Manager receives initial information
about the dialog conditions. At every user turn, it
receives an interpreted user move with a
description of changes produced in the agent’s
affective state. It sends back an agent move,
which is displayed in natural language. This
move is annotated with an ‘Affective MarkUp
Language” (De Carolis et al, in press) and is
stored as an XML file;
- Body reads this file and generates the ECA,
which is displayed in the Interface. Due to the
mind-body independence of our tool, several
Embodied Agents may be employed to express
the agent move. So far, we integrated a 3D-
realistic character in a DLL of the Interface (face
animation by (Pelachaud et al, 1996) and speech
by (Festival, website)) and we developed a
wrapper for MS-Agents (website).



Designers may employ this tool to simulate
dialogs in various conditions. At the beginning of
interaction, they set the simulation conditions:
agent’s personality, its relationship with the user,
its ‘body’ and the application domain. They then
input the user moves in natural language. The
interface enables following the dialog in natural
language and with the selected Embodied Agent
by showing (in graphical form) how the agent’s
emotional situation evolves during the dialog.

The dialog is goal-driven: every goal, with a
given priority, is linked by an application
condition to a plan that the agent can perform to
achieve it. Some goals are initially ‘inactive’:
they may be activated if an emotional situation
occurs or if the user needs to be persuaded to
follow some suggestion In the first case, goals
are activated with a priority which depends on
the emotion felt. For example, if something
undesirable occurs to the user and the agent is in
an ‘empathic’ relation with her, it will feel sorry-
for and will activate the goals enabling to show
this emotion in verbal and nonverbal forms.
These goals will take the priority over the current
goals. If, on the contrary, the user rejects some
suggestion, the high-priority goal becomes to
persuade her to accept it: this requires activating
the ability to provide burdens of proof and
dialectical arguments (Carofiglio et al (in press)).

We employed our testbed to adjust the system
components after evaluating their behavior in
various situations. We tested the role of context
and personality in the activation of multiple
emotions, upgraded the dialog strategy and the
plan library, revised interpretation of the user
moves and improved rendering of the agent
moves. The Interface was implemented with the
Visual C++, while the sockets insuring the
communication among the different processes are
built-in classes of the Interface code. The dialog
manager is implemented with TRINDIKIT
(website); emotion activation and argumentation
strategies are modeled with belief networks and
are implemented with HUGIN APIs (website).

After refining the individual modules with the aid
of our testbed, we plan to implement the final
prototype within a mobile technology framework.
The agent will be displayed on a high-resolution
screen; the server side will process the agent’s
mind and body and the dialog manager by

communicating, via socket, with a mobile device
(a PDA). The main tasks of the PDA will be to
handle the user input and to update a user model
which will include affective aspects. We will
assess advantages and disadvantages of
developing a speech or graphical interaction
through the PDA.
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1 Introduction 

Multilingual communication enabled by a multi-
modal speech-to-speech translation system may 
differ from ‘ordinary’ monolingual conversation 
in the conversational structure and in the way 
gestures are integrated in speech. We describe the 
second of two user studies conducted within the 
NESPOLE!1 project investigating these issues. 
NESPOLE! exploited a client-server architecture 
to allow an English, French or German-speaking 
user, while browsing through the web pages of a 
service provider on the Internet, to connect to an 
Italian-speaking human agent. Speech-to-speech 
translation (STST) is provided so that both 
speakers can use their own native languages. 

2 NESPOLE! User Study2: Method 

The second NESPOLE! user study (Burger et al., 
2003) was designed to deeper investigate certain 
results of the first study (Costantini et al., 2002). 
Multilingual dialogues (English/ Italian, using the 
STST system as translation) were compared with 
monolingual (Italian/Italian) dialogues, using the 
system with and without push-to-talk mode 
(PTT). We devised three experimental condi-
tions:  
• STST condition: multilingual, PTT mode;  
• PTT condition: monolingual, PPT mode 
• Non-PTT condition: monolingual, free talk 

We expected the multilingual condition to be 
different from the monolingual conditions with 
respect to dialogue length, spoken input, dialogue 
structure and speech-gesture integration patterns. 
                                                           
1 Project web-site at http://nespole.itc.it  

The PTT mode would also play a role, resulting 
in differences between the two monolingual 
conditions.  

The scenario featured a customer connecting 
with a human agent to find information about 
winter holidays. She had to choose a destination 
and a tourist package in compliance with a given 
specification, while the agent had to provide the 
explicitly requested information. We recorded 7 
dialogues for the STST condition and 16 mono-
lingual dialogues, half in PTT condition and half 
in Non-PTT condition. The interface allowed 
speakers to see each other, to share images and to 
point at portions of the image by pen-based ges-
tures. The recorded dialogues were transcribed 
according to the VERBMOBIL conventions2, and 
included annotations for gestures. Special annota-
tions were added following an extended version 
of the Dialogue Structure Coding Scheme 
(DSCS) from the HCRC research group3.  

DSCS was developed for the Map Task Cor-
pus (Carletta et al. 1997). It classifies single ut-
terances according to their discourse goals and 
captures the higher-level structure in terms of 
games. Conversational games are associated with 
mutually understood conversational goals, e.g. 
obtaining information. Games consist of conver-
sational moves which are different kinds of initia-
tions and responses classified according to their 
purposes.  

Table 1 displays the modified annotation 
schema; a star marks the newly added moves. 
The proposal, disposition, action and information 
moves are subclasses of the DSCD’s information 
move. 
                                                           
2 http://www.is.cs.cmu.edu/trl_conventions/ 
3 http://www.hcrc.ed.ac.uk/Site/ 



Initiation Moves 
Align checks transfer successfulness  
Check checks confirmation 
Query-yn 
Query-w 

yes/no questions (yn) 
open questions (w) 

Request requests (former instruct move) 
Proposal proposal or offer  
Disposition needs or interests 
Action description of actions 
Information spontaneous information, not 

elicited  
Response Moves 
Acknowledge confirming 
Reply-y 
Reply-n  
Reply-w 
Reply-amp 

yes/no answers, answers to open 
questions (w), answers adding 
not requested information (-amp: 
former clarify move) 

*Problem negative feedback (notification of 
non-successful communication)  

*Other speaker misunderstood the ques-
tion, talked about different things 

Other Moves 
Preparation expressing readiness to start 
*Comment out of domain comments  
*Noise turns without linguistic content 

Table 1. Move Annotation Schema 

3 Results  

The results for all three conditions reported in 
Table 2 show that the dialogues in STST condi-
tion lasted longer, but had an even lower percent-
age of actual dialogue contributions. 87% of the 
time was taken by the STST system’s delays, 
transfer, translation and PTT mode (the PTT 
condition still shows 30% of non-speech part 
compared with the Non-PTT condition). The 
STST condition is also characterized by more 
repetition turns. Analyzing the involved moves 
ascribes these repetitions to meta-communicative 
concepts supposed to resolve misunderstandings. 
The system failed to translate these. Furthermore, 
the STST dialogues show: shorter dialogue 
games, fewer nested games; more questions, 
more replies, less spontaneously provided, non-
elicited information and fewer acknowledgment 
moves. In STST dialogues the speakers focused 
on ‘essential’ information, reduced the dialogue 
complexity and tried to adhere to a ques-
tion/answer pattern. The number of gestures was 
similar in all conditions, but in the STST condi-
tion, gestures were performed before and more 
frequently after talking. This suggests that the 

speech-gesture integration can be lost as soon as 
the interaction becomes more complex, when 
more tasks such as PTT, translation and drawing 
must be handled in parallel. The results for the 
PPT condition were usually intermediate between 
those of the Non-PTT condition and those of the 
STST condition, proving that PTT has an addi-
tional effect on STST condition. 

 
Measures STST PTT NonPTT 

Dialogue length (min) 23 9.85 8.87 
% non-speech partition  87% 49% 19% 
% repetition turns 24% 6% 1.3% 
Moves per game 4.6 4.6 5.6 
% of nested games 10% 26% 23% 
% of questions 35% 23% 14% 
% of replies 24% 21% 16% 
% of information 8% 12% 15% 
% of acknowledge 11% 17% 33% 
Gestures during speech 14% 61% 96% 

Table 2. Results for all three conditions 

4 Conclusions 

The results show the existence of adaptive com-
munication strategies to the different contexts of 
communication. Using Dialogue Structure 
Analysis seems to be a sufficient method of dis-
covering, understanding and clarifying the phe-
nomena. The revealed communicational 
structures should be of great interest to the STST 
research community, both, for evaluation of dia-
logue effectiveness, but also for the design of 
appropriate scenarios and choice of training ma-
terials covering the linguistic phenomena which 
are expected to be found during the interaction 
with an actual translation system. 
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1 Introduction

Following the recent advances in speech recogni-
tion, now allowing the reliable speaker-
independent recognition of one to two thousand
words, an increasing number of natural language
dialogue systems has been developed. These aim at
two main areas: information access dialogues (e.g.
travel information and bank account management)
and machine control (e.g. controlling car functions,
VCRs, and robots). There is a growing demand for
tools that allow the rapid development of such
dialogue systems. The users increasingly expect
systems that allow a free dialogue without the need
to learn a special command vocabulary and a
menu-oriented hierarchical dialogue structure.
At CLT Sprachtechnologie, we have developed
DiaMant (Dialogue Management Tool), a tool that
allows the rapid development of dialogue systems
based on extended finite state dialogue models.
The development is done inside a graphical user
interface that intuitively shows the dialogue model
as an automaton in a graph representation. The
dialog flow can be edited without the need to write
a single line of code. The tool has already been
successfully used in a number of applications.
As an important feature, the tool allows setting up
Wizard of Oz experiments with one mouse click,
where a human ‘wizard’ can replace input devices
such as a speech recognizer in early development
phases. This has proven especially important in
testing and improving dialogue systems, leading to
a higher acceptance of the final systems.

2 Dialogue Modeling Using FSA

Finite state automata (FSA) are an intuitive way of
modelling dialogues (cf. e.g MacTear 99). An FSA

can be represented as a graph with nodes corre-
sponding to FSA states and edges to transitions.
In this graph representation of an FSA-based dia-
logue model, then, an automaton state implicitly
represents a dialogue state (e.g. a state were a cer-
tain information has just been provided by the
user). The user’s dialogue moves are represented
by the edges of the graph. Executing a dialogue in
this model can then be thought of as traversal of
the graph, selecting transition edges according to
the user’s input in the corresponding state.
This basic model, however, is only suited for mod-
elling very simple dialogues. For more complex
dialogues, it is useful to add a possibility of ex-
plicitly storing information in slots (variables).
Such an enhanced FSA with slots forms the basis
of our dialogue development tool.

3 DiaMant: Overview

DiaMant has been implemented in Java. It is there-
fore platform independent, running on all operating
systems for which a Java VM is available (includ-
ing Windows, Linux, Solaris, and MacOS). Hard-
ware requirements for the system itself are modest
(Pentium II @ 200 MHz, 64 MB or comparable).
Client modules (among them speech recogniser
and TTS systems but also databases or other de-
vices) can be integrated using a simple-to-use in-
terface. Since the interface is TCP/IP based, clients
can even be running on other machines. For a
number of commercial speech recognisers and TTS
systems, the required modules already exist. Others
can easily be added via a simple Java wrapper pro-
vided by CLT that allows users to develop new
modules simply by extending a Java class without
the need to deal with network and protocol details.
Developing a dialogue model is done with a
graphical interface. The dialogue model is repre-



sented as a graph. A number of different types of
nodes is available: input/output and slot manipula-
tion nodes, sub-automata calls, and others.
Each of the different node types allows a suitable
parametrization. An output node, e.g., allows the
user to specify an output device (e.g. a TTS system
or a display window) and a text string or data re-
cord to send to it. Input nodes allow giving any
number of different possible input values to be
matched against the input of a specified device.
The input to be matched is given as a regular ex-
pression, allowing to match natural language input,
especially from a speech recogniser, with a high
degree of flexibility. For each possible input value,
an outgoing edge is added to the input node that
can be connected to other nodes by drag and drop.
Input can be stored in typed slots that can hold,
e.g., numbers or strings. These slots can be ac-
cessed anywhere in the dialog, in order to branch
depending on a slot value or to produce context
sensitive output. Slots and constant values can be
combined and evaluated in Boolean and arithmetic
expressions.
Recurring dialogue tasks can be stored in sub-
automata. These sub-automata have their own, lo-
cal dialogue slots. When calling a sub automaton,
parameters can be passed and resulting values can
be returned. Thus, sub-automata can be readily
compared with sub-routines and functions in pro-
gramming languages, allowing to modularise the
dialogue and keep it compact.
This intuitive way of dialogue modelling within an
easy-to-use graphical user interface allows de-
signing simple dialogs within a matter of hours.

4 Wizard of Oz Experiments

An important point in dialogue development is
providing a possibility for user experiments
(Muntteanu and Boldea 2000). These experiments
should, in general, be employed as early as possi-
ble in the dialogue development cycle: Very often,
small matters decide on the user acceptance of a
system, sometimes as little as the wording of a
system prompt. We have found it useful in dia-
logue development to be able to directly use the
current dialogue model in a user experiment.
DiaMant provides a convenient way of setting up
Wizard of Oz-type experiments. Here, one or more
input devices are simulated by a ‘wizard’, one or
more persons, possibly identical with the experi-

mentator. This allows testing a system early, when
the full functionality is not necessarily present yet.
When run in the ‘Wizard mode’, the system uses a
window on the wizard’s machine to show infor-
mation about the dialogue state to the wizard.
Whenever an input is expected, the different possi-
bilities provided for in the dialogue model are pre-
sented to the wizard to choose from (by mouse or
keyboard).
User experiments are extensively logged (includ-
ing exact time stamps), allowing the easy identifi-
cation of problematic areas. Using the log file, an
experiment can be replayed, helping with a de-
tailed analysis.

5 Example Systems

Several example systems have been built using
DiaMant. One of them is a speaking elevator that
allows the user entering an elevator carriage to
speak their destination floor aloud (including just
naming a person, whose office is on that floor).
In a recent seminar (winter term 2002/2003) at the
Saarland University’s Computational Linguistics
dept., DiaMant has been successfully used by stu-
dent groups to implement dialogue models for
controlling robots built with LEGO Mindstorms
kits. A similar course is now taking place at the
University of Kassel (summer term 2003).
DiaMant was also used successfully for user ex-
periments while developing a complex information
seeking dialogue for a flight information system.

6 Further Development

DiaMant has been successfully employed in a
number of tasks, commercially as well as for edu-
cational purposes. We currently plan to make the
tool available for interested researchers/developers.
Important goals are the adaptation of the tool to
process standard data formats, especially import
and export Voice XML, and a tighter integration of
grammar development for the speech recogniser.
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1 Introduction

For the development of flexible and user-adaptive
natural language dialogue systems, one needs a
powerful dialogue engine. This engine must allow
representing the dialogue in a dialogue model and
executing this model. One framework for dialogue
description that has evolved over the past years is
based on the notion of information states and their
update via rules.
At CLT Sprachtechnologie, we have developed a
tool based on information state update (ISU). The
tool allows the user to model dialogues using an
information state, update rules and static plans.
The execution of these models is based on an in-
teraction of input processing and plan execution.
The system provides the user with a dialogue mod-
elling framework that is well-integrated into an
execution system, obviating the need of worrying
over basic implementation details, yet flexible
enough to allow for different sorts of dialogues.
Input and output devices (speech recognizer, TTS,
screens, buttons, etc.) as well as databases can be
integrated over an easy-to-use client interface.
Our system has been successfully used in devel-
oping, among others, an airport flight information
system, giving e.g. information on departure times,
gates, and flight status, with a high degree of flexi-
bility in user input. However, for accommodating
novice users the system automatically switches
into a more system-guided mode asking the user
for their flight information one step at a time. In
usability tests, this dialogue system performed very
well, with usability scores around 70%. This shows
that the underlying system is well-suited for flexi-
ble dialogue systems. As the demand increases
with the recent advances in dialogue systems, we
expect a growing interest in such tools.

2 Information State Update

The idea of information state update for dialogue
modelling is centred around the information state
(IS). Within the IS, the current state of the dialogue
is explicitly represented. Dialogue moves involve
an update of the information state. Thus, user in-
puts are matched against a set of possible update
rules that change the IS in the appropriate places
(e.g. a new value is entered into a slot).
ISU or related frameworks have been used in a
number of academic work recently. However, this
work has often relied on implementing tailor-made
solutions. General solutions (most prominent
among them TrindiKit, Traum et al. 99) have pro-
vided a flexible framework, but left much of the
actual implementation details to the user.
When developing our system, we have strived for a
solution that is, on the one hand, flexible enough to
accommodate a wide range of different dialogue
types and I/O modalities, on the other hand, has a
full-fledged execution system allowing a rapid de-
velopment of dialogue systems.

3 System Overview

Our system has been implemented in Java. It is
thus platform independent and runs on any com-
puter system for which a Java VM is available
(among others, Windows, Linux, Solaris, and Mac-
OS). Hardware requirements for the system itself
are modest (Pentium II processor @ 200 MHz, 64
MB main memory or comparable), plus hardware
requirements for devices (e.g. speech recognisers).
In our system, the information state is realised as a
typed, attributed structure. This structure can be
freely defined by the user for the task in hand. The
systems offers a full type system, including basic



types such as integers, strings, and Booleans, and
complex types such as lists and records of these
basic types. Attributes allow, e.g., the easy repre-
sentation of meta information (such as grounding).
User input can be pre-processed by a built in con-
text-free grammar parser with semantic tags to al-
low a semantic interpretation of the user utterance.
Input is then passed to a set of rules, which try to
match the input with patterns for the current infor-
mation state, the input device and the actual input.
Patterns can be simple value tests but also struc-
tural patterns or regular expressions, allowing the
input or part of it to be bound to variables for fur-
ther processing. The first matching rule’s body is
then executed. A rule can update the information
state, generate system output, and push new plans
that try to fulfil the systems goals. These plans are
defined statically within the dialog model.
Plans are written in a procedural programming
language, closely resembling JavaScript. The
power of this language combined with the param-
eterisation of plans enables the generation of con-
text sensitive, user adaptive dialog moves. An
important additional feature of our plans is that
they can carry information about their own ‘fulfil-
ment’. If a plan for eliciting some information
from the user (e.g. a time) has been successful (i.e.,
the user has given the relevant time in answer) is
called a second time, it would find that the infor-
mation is already present and therefore not ask the
user again to provide it. This has proven especially
important in cases when there is more than one
way of eliciting a certain information (e.g. if the
user provides a flight number, asking for the de-
parture time becomes unnecessary).
Closely connected with this is the notion of plan
failure: The system maintains a stack of currently
executed plans. Whenever a plan signals its failure,
a mechanism resembling exception handling in
many programming languages is used to identify a
higher plan that is ‘willing’ to take over control.
Every input is usually handled in its own thread
allowing for example barge-in (if the speech rec-
ogniser supports this). On the other hand, plans can
specify that they need to wait for user input in or-
der to be able to proceed. This turn-taking between
system and user (corresponding to rules and plans)
allows for a very flexible dialogue management.
The execution system gives a graphical represen-
tation of the current information state and client
communication, allowing the in-place modification

of values and attributes. Simulation of specific
dialog situations for testing purposes therefore be-
comes very easy.

4 One Example System

As an example system, we have used our dialogue
engine to implement an information seeking dia-
logue system in German based on a database with
typical flight information of an airport. The user
can enquire about a number of different flight de-
tails (ETA/ETD, delays), but also airport informa-
tion (departure gate, parking facilities).
The system lays great stress on flexibility (i.e., the
user can give information in any sequence, give
more than one piece of information in one turn, use
a wide variety of different words and sentence con-
structions). This, of course, necessitates various
different manners of grounding (implicit to ex-
plicit, including clarification). An especially im-
portant point for novice users is that the system can
switch to a more system-initiated mode where it
asks the user for pieces of information. Even then,
however, the user is always free to give informa-
tion that the system had not requested or to correct
a piece of information given earlier.
We have found, that our dialogue management tool
has been very helpful in implementing this free
example dialogue system. This is especially due to
the fact that the rules allow the matching of the
users’ inputs even in places where the system did
not actually expect them, combined with the plans
carrying information about their own fulfilment

5 Further Development

After the recent, very promising experiences from
our example systems, we plan to offer our devel-
opment tool to interested users in the community.
As an important addition, we plan to enhance our
system by adding a graphical debugging interface
that allows the close inspection of the running
system in addition to the existing logging facilities.
Also, we plan to replace our custom plan descrip-
tion language with ECMA-Script, making the
software more standards compliant.
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1 Introduction  

Estonian dialogue corpus includes recordings of 
spoken conversations, among them 114 calls for 
information and/or to travel bureaus.1 All the 
recordings were transliterated using 
conversational analysis (CA) transcription. We 
have worked out a typology of dialogue acts and 
are using it for tagging the corpus (Hennoste et 
al. 2003). All the dialogues were tagged by two 
people and then unified. Our tagged corpus (114 
dialogues) includes 5815 dialogue act tags, 
among them 633 questions and 1081 answers, 
308 first and 258 second parts of directive adja-
cency pairs (AP). The kappa value is between 
0.59 (for some travel bureau dialogues) and 0.79 
(calls for information).  

2 Typology of Dialogue Acts 

There are several well-known typologies (Sin-
clair, Coulthard 1975, Stenström 1994, Mengel et 
al. 2001). Nevertheless, we have decided to de-
velop our own dialogue act system because the 
categories used by most of the typologies are too 
general in our opinion. The principles underlying 
our typology are the same as for other coding 
                                                           
1 http://sys130.psych.ut.ee/~linds/english/index.html 

schemes (Edwards 1995). Our typology departs 
from the point of view of CA that focuses on the 
techniques used by people themselves when they 
are actually engaged in social interaction. This is 
an empirical, inductive analysis of conversation 
data (see e.g. Hutchby, Fooffitt 1998).  

The departing point of the CA is that a dia-
logue participant always must react to previous 
turn regardless of his/her own plans and strate-
gies. This is the reason why we do not start our 
typology with determination of forward- and 
backward-looking functions but distinguish AP 
relations from non-AP ones. The computer as a 
dialogue participant must follow the norms and 
recognize signals of violations of the norms by 
the partner. 

Secondly, acts used in dialogue are typically 
divided into two groups: information acts and 
dialogue managing acts. The last acts must be 
divided into 1) fluent conversation managing acts 
and 2) acts for solving communication problems. 
The computer must be able to differentiate a 
problem solving act from an information act or 
fluent interaction. It is essential because some 
information acts and repair acts have similar 
form (e.g. almost all initiations of repairs are 
questions in Estonian). 

We differentiate 8 groups of dialogue acts in 
our typology, the first 7 groups include acts that 



form APs: 1) Conventional (greeting, thanking 
etc), 2) Topic change, 3) Contact control, 4) Re-
pair, 5) Questions and answers, 6) Directives and 
reactions (request, etc), 7) Opinions and reactions 
(assertion, argument etc), 8) Non-AP acts. The 
overall number of dialogue acts is almost 130. 
Every type in our typology contains a subtype 
‘other’ which is used for annotating the things we 
are not interested in at the moment, or are not 
able to determine exactly. This gives us a possi-
bility to extend our typology in future. 

3 Questions and Directives in Estonian 
Information Dialogues 

Sometimes questions and directives are differen-
tiated on the basis whether the user needs some 
information (question) or (s)he wants to influence 
the hearer’s future non-communicative actions 
(directive). Our departing point is another: it is 
not important for dialogue continuation whether 
the hearer must to do something outside of cur-
rent dialogue or not. (S)he must react to both a 
question and a directive because both are the first 
parts of APs. The second part of AP can be ver-
bal or non-verbal (some action). It can come im-
mediately after the first part of AP or later. The 
main difference between directives and questions 
is formal – questions have special explicit form 
in Estonian (interrogatives, intonation, specific 
word order) but directives do not have it. 

There are three types of questions: 1) questions 
expecting giving information: open (wh)question, 
open yes/no question, 2) questions expecting 
agreement/refusal: closed yes/no question, ques-
tion that offers answer, 3) questions expecting the 
choice of an alternative. The suitable answers 
are: giving information / missing information, 
closed answers: yes / no / agreeing no / other 
yes/no-answer, alternative answers: one / both / 
third choice / negative / other alternative answer. 
Open and closed yes/no questions have similar 
form but they expect different reactions from the 
answerer (e.g. Are you open in winter? expects 
the answer yes or no, but by asking Is there a bus 
that arrives in Tallinn after 8 p.m.? the ques-
tioner wants to know the bus times). 

The first parts of directive APs are 1) request, 
2) proposal and 3) offer. The second parts are 
fulfilling directive: giving information / missing 
information / action, agreement with directive, 

refusal of directive, postponing the answer of 
directive, restricted fulfilling of directive, re-
stricted agreement with directive. 

Fulfilling of request is obligatory, fulfilling of 
proposal or offer is optional. Requests are similar 
to wh-questions – they expect giving information 
and not yes/no answer or choice of an alternative. 
Proposals and offers differ from requests because 
they expect the different second part. They are 
similar to closed yes/no questions. The suitable 
reactions are agreement or refusal. Offer must be 
distinguished from proposal. In the first case, the 
action originates from the speaker (offer: I’ll 
send you the programme), in the second case 
from the partner (proposal: please come tomor-
row, call me later). 

Our next aim is to develop a programme which 
will implement statistical learning methods for 
recognising dialogue acts.  
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1 Introduction 

To help users find their way in a virtual theatre 
we developed a navigation agent. In natural lan-
guage dialogue the agent assists users looking for 
the location of an object or room, and it shows 
routes between locations. The speech-based dia-
logue system allows users to ask questions such 
as “Where is the coffee bar?” and “How do I get 
to the great hall?” The agent has a map and can 
mark locations and routes; users can click on lo-
cations and ask questions about them. 

In an earlier version (Luin et al., 2001) no un-
derlying dialogue model was used. Now we have 
a generic architecture and dialogue model allow-
ing multimodal interactions, including reference 
modelling and backward/ forward looking tags to 
determine and model dialogue structure. 

The architecture of the system can be con-
ceived as a box containing a dialogue manager 
(DM) and world knowledge, to be connected 
with input and output processors. The processors 
can be plugged into different dialogue systems. 
E.g., our speech processor and generator have 
been used with some adjustments for both a 
navigation agent and a tutor agent application. 
The implementation supports streaming at the 
recording side as well as the playback side to de-
crease the delay between user utterances and sys-
tem responses. The architecture enables the user 
to interrupt when the system is speaking. 

2 The Multimodal Dialogue Manager 

Speech input is sequentially processed by the 
dialogue act determiner (that selects a dialogue 
act), the parser, the reference resolver and the 

action stack. The dialogue management module 
itself is not implemented as a system of asyn-
chronous distributed agents: there is a strict logi-
cal order in the execution of the updates of 
dialogue information, the selection of goals and 
the execution of actions after the system has re-
ceived user input. The mouse input reaches the 
DM through a map, which is a visual 2D repre-
sentation of the world (the virtual theatre). The 
user can point at objects or locations on the map 
and the world notifies the DM of these events. 

In our dialogue and action management mod-
ule we allow mixed-initiative dialogues and sev-
eral types of subdialogues. An Action stack 
stores the system’s actions that are planned and a 
subdialogue stack keeps track of the current dia-
logue structure. All dialogue acts are also kept in 
a history list to be retrieved for later use. 

The input queue of the DM receives the user’s 
utterances in the form of lists of possible acts. 
The relation between word sequences and acts is 
specified in the grammar for the speech recog-
niser. A dialogue act contains the original sen-
tence and a forward and backward tag, based on 
the DAMSL scheme. In addition, a dialogue act 
may have a domain-specific argument.  

When the DM gets a list of acts from the input 
queue, it passes it to the dialogue act determiner 
together with the history. Information in the his-
tory that the dialogue act determiner uses, are the 
forward tags of the last utterance in the current 
subdialogue and the last utterance in the underly-
ing subdialogue, if present. For every possible 
forward tag, the dialogue act determiner holds an 
ordered list of preferred backward tags that can 
follow it. The dialogue act determiner selects the 
preferred dialogue act and returns it to the DM. 



 

 

Our dialogue act determiner also helps to de-
termine the dialogue structure with respect to 
subdialogues. If the user could end the current 
subdialogue – that is if the last dialogue act in the 
underlying dialogue was performed by the sys-
tem and the user started the current subdialogue – 
the dialogue act determiner will always try to end 
the current subdialogue by connecting the user’s 
dialogue act to the underlying dialogue. 

3 Parser and Reference Resolver  

The DM can start processing the selected dia-
logue act. It starts with parsing the phrases that 
occur in parameters in the dialogue act’s argu-
ment. The feature structure that is obtained is 
stored together with the original parameters in 
the dialogue act. The next step is to bind the pa-
rameter to a real object in the navigation agent’s 
world. That is where the reference resolver 
comes in. The reference resolver is used for all 
references to objects in the world. References can 
be made by the user or the system, by talking 
about objects or by pointing at them. The refer-
ence resolution algorithm is a modified version 
of Lappin and Leass's algorithm that assigns 
weights to references, based on a set of salience 
factors. Although language used in the dialogue 
system is rather simple, compared to complex 
structures in written texts, resolving referring 
expressions in multimodal interaction is far from 
trivial. The modification makes the algorithm 
suitable for multimodal dialogues. For details of 
the adapted algorithm see (Hofs et al, 2003). 

After resolving references, the set of objects 
found is added to the parameter in the dialogue 
act where the reference occurred. So now we 
have a dialogue act that consists of a forward tag, 
a backward tag and an argument. The parameters 
in the argument have a value that was taken di-
rectly from the recognition result as well as a fea-
ture structure received from the parser and a set 
of objects received from the reference resolver. 

4 Dialogue and Action Stacks 

The history contains all dialogue acts that oc-
curred during the dialogue. Besides the user’s 
dialogue acts, it also contains the system’s dia-
logue acts. A subdialogue stack is used for the 
currently running subdialogues. The action stack 
contains the actions that the system still needs to 

execute, but the stack also creates those actions, 
when it is provided with the user’s dialogue acts 
after the parameters have been parsed and refer-
ences were resolved. Actions are specified in 
templates and are part of the action stack. 

When the action stack receives a user dialogue 
act, it will try to find an action template with 
matching forward tag and argument. It creates 
actions based on the action names in the template 
and it extracts the action arguments from the 
user’s dialogue act. The new actions are put on 
top of the stack and when it is the system’s turn, 
it will take an action and execute it. If a dialogue 
act is performed within the action, the reference 
resolver’s dialogue model should be updated and 
the dialogue act should be added to the history. 
Like a user dialogue act, a system act consists of 
a forward tag and backward tag. It does not have 
an argument. Instead it contains the action within 
which the act was performed. 

5 Conclusions 

We presented a generic dialogue model for spo-
ken multimodal interaction. One of our applica-
tions, discussed here, is a navigation agent that 
helps users to find their way in a virtual envi-
ronment. The system uses Dutch speech recogni-
tion and synthesis models. References to objects 
in the environment can be made by user or sys-
tem. The resolution algorithm is a multimodal 
version of the well-known Lappin and Leass’s 
algorithm. Backward and forward-looking tags 
according to the DAMSL scheme are used to 
model the dialogue structure. Until now we used 
our system to implement a navigation agent in a 
virtual environment and, using the speech archi-
tecture module, a tutor agent. In progress is an 
application where we integrate speech and hap-
tics in a virtual nurse education environment. 
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Abstract

The aim of this project is to build and
evaluate a simple, adaptable natural lan-
guage generation system which can gen-
erate dialogue incorporating relatively
subtle linguistic features which reflect
dimensions of personality such as ex-
traversion and neuroticism. The system
will then be evaluated to investigate the
impact on user impressions of altering
personality parameters.

1 Introduction

The aim of the Critical Agent Dialogue (CrAg)
project1 is to build and evaluate a simple natu-
ral language generation system which can pro-
duce dialogue involving relatively subtle lan-
guage features reflecting dimensions of personal-
ity. The generation model will also be informed
by the Interactive Alignment Model put forward
by Pickering and Garrod (2003).
The system will be demonstrated via a pair of

‘artefact critical agents’, who will play the part of
movie reviewers, putting forward opinions and ar-
guing about recent movie releases. The dialogues
are intended to resemble those from popular tele-
vision shows, such as Ebert and Roeper in the US,
in which film critics discuss new releases. (We
also hope to be able to model Statler and Wal-
dorf, the grumpy old men from the Muppet Show,
once we have determined their personality types.)
The goal is for the personalities of the critics to be
clearly identifiable through their use of language,

1This project is funded by Scottish Enterprise as part of
the Edinburgh-Stanford Link.

and for the interaction between them to be be-
lievable and engaging for both researchers and the
general public.

2 Personality Features and Alignment

The generated dialogues will vary according to
the personality type assigned to the characters,
based on recent research into different vocabu-
lary, syntax and dialogue strategies exhibited ac-
cording to personality type (Gill and Oberlander,
2002). This research uses Eysenck’s three fac-
tor model (Eysenck and Eysenck, 1991), in which
personality is described in terms of the three di-
mensions Psychoticism, Extraversion, and Neu-
roticism, each of which can separately influence
language production.
Each character’s utterances will also vary in re-

action to the utterances of the other participant
in the dialogue. Garrod and Pickering’s Inter-
active Alignment Model (Pickering and Garrod,
2003) argues that common ground (Wilkes-Gibbs
and Clark, 1992) need not be explicitly computed
during dialogue, but that it arises as a by-product
of intra- and inter-personal priming processes, by
which dialogue participants align their represen-
tations at every level, including lexical, semantic,
and syntactic.
Some example hypotheses about the way in

which personality interacts with dialogue be-
haviour are: high Psychotics are individualistic;
they are less worried about others’ opinions and
are less likely to align. High Extraverts want to
gain and retain the conversational floor. Their ut-
terances are longer, and they tend to align with
their dialogue partner. High Neurotics are likely
to talk about themselves and choose negative con-
tent.
User evaluations will assess subjects’ judge-



ments concerning the distinctiveness, friendliness,
trustworthiness, continuity, motivation, engage-
ment and sociability of the individual agents in the
pair, and the pair taken together. This will allow
us to test hypotheses about how users’ personality
types affect the way in which they react to differ-
ent agents (Nass and Moon, 2000).

3 System Design
The dialogue system will use the Stanford Open
Agent Architecture (OAA) (Cheyer and Martin,
2001) and the Edinburgh DIPPER architecture
(Bos et al., 2003) as a framework for the dialogues.
We are considering the use of Information States
(Traum and Larsson, 2003) to manage dialogue
moves. The generation will be done using the
OpenCCG Realizer (White and Baldridge, 2003),
with an extended grammar to cover the movie do-
main.
Initial data on the subject and style of movie re-

views is being gathered to extract domain-specific
vocabulary and to aid in compiling a list of topics
which commonly occur. Topics found so far in-
clude: dialogue, action, humour, special effects,
story, ending, protagonist, fight sequences, plot
holes, directing style, cinematography style, direc-
tor, music, character development. A corpus of
spoken dialogues where the participants exchange
views on a given movie is in preparation. The per-
sonality types of the agents and the data about the
movies under review will be stored as XML docu-
ments. The design will be informed by the formats
used by the NECA project (Piwek, 2003).
We intend to use a mixture of deep and sur-

face generation, so that utterances generated from
scratch can be combined with longer pieces of text
from the database describing an aspect of one of
the topics mentioned above. This strategy follows
the one used successfully by the M-PIRO project
(Isard et al., 2003).

4 Conclusions
We hope, by altering personality parameters, that
we can create agents which have noticeably dif-
ferent characteristics and different dialogue strate-
gies. We will be attempting to model this be-
haviour and later to assess whether human ob-
servers find dialogues which contain alignment to

be more realistic. In the process, we hope to gener-
ate dialogues that are intrinsically interesting and
entertaining to observe.
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Abstract

The goals of this demo are (a) to illus-
trate a novel application area for natural
language dialog systems and (b) to dis-
cuss some of the issues that arise in the
design of systems for this area.

1 Dialog Systems as Representatives of
Absent Group Members

The system demonstrated, called the TRAVEL DE-
CISION FORUM (see Jameson, Baldes, & Klein-
bauer, 2003) helps three members of a group to
agree on a single set of criteria that are to be ap-
plied in the making of a particular decision (e.g.,
what their planned joint vacation should be like).
The system is intended for use in situations in
which the group members cannot communicate
face-to-face or with synchronous communication
media.
When one group member interacts with the sys-

tem, he or she sees two animated characters that
represent the other two group members, who are
not currently on-line (see Figure 1). These repre-
sentatives respond with natural language and ges-
tures to proposals made either by the mediator
character or by the current user. Each proposal
concerns a set of joint preferences concerning one
aspect of the decision to be made. Each represen-
tative has a certain degree of authority to accept
proposals on behalf of the corresponding real user.

This research was supported by the German Ministry
of Education and Research (BMB F) under grant 01 IW 001
(project MIAU).

A representative’s responses to a proposal are
based on the domain-specific preferences of the
corresponding real group member (e.g., how im-
portant it is to have access to a beauty farm), which
that member has previously specified by filling in
electronic forms (see the lower right-hand corner
of Figure 1).

The dialog behavior of a representative is also
determined by a number of more general param-
eters that the real group member has set. These
parameters determine, among other things, the
way in which the representative takes the pref-
erences of other group members into account
when evaluating a proposal. For example, in Fig-
ure 1, Ritchie’s representative is concerned about
whether a proposal is more favorable for Tina than
for Ritchie. The real user can specify not only how
his or her representative actually evaluates propos-
als but also how it appears to evaluate them (cf.
Jameson, 1989). For example, instead of allowing
the rather childish-looking behavior shown in Fig-
ure 1, Ritchie might specify that his representative
should argue as if Ritchie were concerned about
the overall utility of each proposal for all group
members.

By interacting with animated representatives of
absent group members, the current user can en-
hance her awareness of the preferences and moti-
vation of these group members. She can then gen-
erate proposals that have a good chance of being
accepted by the other members and/or by their rep-
resentatives. The current user can also change the
specification of her own preferences and motiva-
tion so as to facilitate the reaching of consensus.



Figure 1. Snapshot of an interaction in the Travel Decision Forum.
(The proposal generated by the mediator (left) for the dimension Health Facilities is shown on the screen, as well as in the
preference form at the bottom right. The representative of Tina has already explained why the proposal is unacceptable to
Tina. After the representative of Ritchie has finished commenting on the proposal, the current user, Claudia, will decide how to
respond to to it.)

2 Issues Raised by Representatives

This type of application scenario raises a num-
ber of general issues concerning dialog system de-
sign. In particular, it is not clear what the best ap-
proaches to the following two problems are, even
though there exists a good deal of relevant previ-
ous research:

Avoiding monotony. The comments of the rep-
resentatives tend to be similar in form, since they
all concern responses to proposals. But if the
representatives’ presentations are monotonous, the
acceptance of the entire system is endangered.
Possible partial solutions to this problem include
(a) keeping utterances as short as possible after
an initial period of familiarization; (b) introduc-
ing more or less random variation in the formula-
tions; and (c) generating utterances that refer back
to previous utterances (e.g. “I feel the same way
as Tina does, except that . . . ”).

Handling conflicts between actual and ostensi-
ble values of dialog parameters. The presenta-
tion of insincere arguments raises interesting chal-
lenges for natural language generation on the prag-
matic level. For example, what should a rep-
resentative say if the current proposal is clearly
acceptable according to its ostensible motivation
but unacceptable according to its real motivation?
Should the representative accept such an undesir-
able proposal simply in order to stay consistent
with its ostensible motivation?
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Abstract

The paper presents a preliminary corpus study
of marked Informationally Redundant Utterances
(IRUs) in tutorial dialogues. The study suggests
that marked IRUs have the function to make non
salient propositions salient or to maintain the
saliency of propositions in dialogue. This is in-
terpreted as an indication that marked IRUs may
have a greater learning effect, since students are
able to recognize old information, which may
help activate related knowledge and thus promote
active learning.

1 Introduction

We present ongoing research on marked Informa-
tionally Redundant Utterances (henceforth IRUs)
in tutorial dialogues. The work is part of the
project DIALOG whose goal is to investigate the
use of flexible NL dialog in tutoring mathematics
and to develop a prototype gradually embodying
the empirical findings (Pinkal et al., 2001).
One aspect of this goal is exploring tutoring

techniques and their NL realization and imple-
mentation. In tutorial dialogues, it may be bene-
ficial for the student (S) that the tutor (T) presents
information that has been already mentioned, as S
will e.g. easier memorize it. However, S will not
always be able to recognize old information, un-
less it is marked as such. One disadvantage for S
in not recognizing old information is that he may
not be able to distinguish it from new material as
pointed out in (Moore, 2000). Also, recognizing
old information may have a greater learning effect
on S as it may promote active learning, i.e. help S
activate it as well as further relevant knowledge.

In the next section we describe Walker’s theory
of IRUs (Walker, 1993) on which the present work
is based. Section 3 describes the results of our cor-
pus study and Section 4 provides a summary.

2 Background

Walker (Walker, 1993) defines an utterance as
informationally redundant in a discourse situation
S if expresses a proposition , and another ut-
terance that entails (repeats, paraphrases), pre-
supposes or implicates has already been said
in S. The utterance that originally added the
propositional content of the IRU is the antecedent
(ANT) of the IRU . The salience status of ANT
can be adjacent (ANT in previous turn), same
(IRU in same turn as ANT), last (ANT in last turn
of current speaker), and remote.
Walker considers three types of IRUs according

to their communicative function. Attitude IRUs
demonstrate the hearer’s attitude (accept/reject)
to an utterance just contributed by a speaker to
the discourse situation. Attention IRUs make a
proposition salient and are of three types. De-
liberation IRUs make a proposition salient in or-
der to provide a premise for an argument.1 Open
Segment IRUs signal a return to an earlier discus-
sion/segment. Close Segment IRUs include impor-
tant information, e.g. by repeating main points
or making explicit causal relations. Consequence
IRUs like Inference-Explicit IRUs make an infer-

1Deliberation IRUs can be Warrant IRUs which support
an intention, and Support IRUs which support another propo-
sition.



ence (e.g. entailment, implicature) explicit.2
Walker does not account of when and how IRUs

can be marked as such.

3 Corpus study: Results and outlook

We investigated a corpus of German tutorial di-
alogues collected in a Wizard-of-Oz experiment
that simulated a system for teaching proofs in
naive set theory (Benzmüller and al., 2003). In
the experiment, the use of NL expressions was left
to the wizard’s own discretion.
So far, we have identified 10 marked IRUs out

of 42 IRUs in 67 dialogues. 2 IRUs were marked
by past tense of the finite verb, 3 by means of ex-
pressions like Der letzte Schritt war: (The last
step was: ), where is a set-theoretical for-
mula. 1 IRU was marked by the expression Wie
wir eben festgestellt haben, [...] (As we have just
noticed, [...]), 2 by wie gesagt (as already said),
and 2 by means of the modal particles eben and ja.
All marked IRUs were uttered by T. 7 of them had
an ANT uttered by T, 3 by S. None of the ANTs
were adjacent or same, 6 were remote and 4 last. 3
of the IRUs were Repetitions, 7 Paraphrases, none
were Inferences. All 3 Repetitions had a remote
ANT, the Paraphrases of 4 ANTs were last and 3
remote. All 10 were Attention IRUs: 4 Delibera-
tion (Support), 3 Open and 3 Close Segment.
The fact that all marked IRUs were Attention

IRUs whose function is to make a non-salient
proposition salient or to maintain the saliency of a
proposition confirmed our expectation that marked
IRUs will be used by T to provide old information
that is not salient and that S may not be currently
aware of but that is relevant for solving the task. It
remains to be examined in what way the marked
IRUs differ from the ones that are not marked.
The observation that all marked Repetition

IRUs were remote runs against Walker’s findings.
This may have to do with the mathematical do-
main where repetition is natural as precision is es-
sential, as well as with the tutorial dialogue genre
where repeating given information rather than re-
ferring to it may help avoid ambiguities which
could lower the learning effect. It remains to be
seen whether this depends on the type of IRU

2See (Walker, 1993) for more detailed descriptions.

(marked vs non-marked) or it is domain specific.
Another finding that seems to be genre specific

is that we haven’t come across marked Open Seg-
ment IRUs that are uttered by S.3 We also didn’t
find Close Segment IRUs uttered by S. This may
have to do with the fact that it is usually T who is
in control of the dialogue and decides when a topic
is closed or a (sub)task completed.
The study also suggests that some markers may

only be used with IRUs that have a particular rela-
tion to their ANTs, e.g. Der letzte Schritt war F is
only used to mark IRUs that are Repetitions.
Further work will explore possible correlations

between IRU-markers, type of relation to ANT
and communicative function. The claim that
marked IRUs increase the learning effect also will
be tested in subsequent experiments.

4 Summary

We presented the preliminary results of a cor-
pus study that has the goal to explore the role
of marked IRUs in tutorial dialogues. The study
yielded that all marked IRUs were Attention IRUs
whose function is to make a proposition salient
thus confirming the intuition that marked IRUs
will be used by T to provide old information which
is relevant for solving the task at hand and which
S may not be currently aware of.4
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1 Overview

Improving Web search technology is a hot topic.
One aspect that makes it so interesting is the fact
that Web documents are typically not plain text
files - instead, they contain a tremendous amount
of implicit knowledge stored in the markup of
the documents. Much of this need not be used
in general Web search, because the search engine
doesn’t need to understand the documents it is ac-
cessing. But what if the document collections are
very domain-specific or limited in size? This type
of data source is everywhere, from corporate in-
tranets to local Web sites. To help a user search
such collections we created a search system based
on a generic framework. The system incorporates
a simple domain-independent dialogue manager
and an automatically created model of the domain.

2 The Domain Model

The simple graph in figure 1 is an actual example
from one of our sample domains that gives an idea
of how a domain model may be structured. We see
a simple tree of related terms that can be used to
either assist a user in the search process, perform
some automatic query refinements or allow the
user to browse the collection. Note, that the types
of relation in the sample tree are not formally spec-
ified. This is significantly different from formal
ontologies or linguistic knowledge sources such as
WordNet.
However, typically a domain model is not avail-

able. We construct a domain model automati-
cally by exploiting the markup of documents (see
(Kruschwitz, 2001) for detailed information on

medical_notes ...cancer_research

cancer_treatment

cancer_research_campaign

...

cancer_patients

cancer_research_fund

skin_cancers

cancer

Figure 1: Partial domain model

this process as well as links to related work).
Having built the model it can now easily be in-

corporated into our generic framework which is an
online search system that has access to a standard
search engine and the domain model (Kruschwitz,
2003). This search system is a specialized dia-
logue system that offers and makes choices about
search through the set of documents based on the
domain model. This dialogue system is unlike sin-
gle shot systems such as standard search or ques-
tion answering in that it interacts with the user by
offering options to refine or relax the query. With
a new document collection coming along we just
have to press a button to create the appropriate do-
main model. The rest of the framework can be left
unchanged. Note, that the dialogue manager itself
is domain-independent.

3 The Dialogue Manager

We understand dialogue roughly as a movement in
the space of document descriptions. That means
there are no strictly defined dialogue states as they



are commonly used in dialogue systems. Our dia-
logue states are calculated automatically, and they
are represented as a tuple containing a number of
different types of information as we shall see fur-
ther down.
The dialogues we describe are system initiated.

Although the user has some freedom to navigate
through the dialogue, it is basically an information
seeking task that needs to be performed and the
system is merely an assistant to help the user get
to the right set of answers. As such the focus of
attention is a system that presents results alongside
possible choices the user might want to consider to
continue the search task.
How do we move from one state to the next one?

The general idea is to analyze the current dialogue
state and the user input in order to generate a new
dialogue state. A dialogue state is characterized
by: (1) a dialogue history; (2) a formalized user
query (called goal description); (3) the set of re-
sults that matches this goal description; (4) a set
of potential user choices (options to relax, refine
or change the query in other ways).
The list of choices is selected from a set of pos-

sible modifications to the goal description taking
into account their effect on the result set. This
may sound very general. The reason is that we
are able to describe a variety of dialogue strategies
depending on how those possible choices are to be
selected by the system.
Relaxation and refinement steps are the essen-

tial building blocks that define the choices a user
can select from to continue the dialogue. Ideal-
ly, our dialogue system would explore all relax-
ation and refinement possibilities and select the
best ones. However, the reasons for not doing so
include the complexity involved and our experi-
ence that users are generally not very happy if the
system performs complex actions automatically,
e.g. automatic query expansion using hypernyms
and synonyms. Therefore, each of the choices
represents a single refinement or relaxation step.
These choices are derived from the domain model.
Customizations of the dialogue manager allow the
incorporation of other knowledge sources.
The interaction between user and search sys-

tem serves the purpose of navigating the user from
some initial search request to a satisfactory set of

answers. In other words, the goal description is
constantly being updated in a sequence of simple
dialogue steps until it matches a set of documents
the user is happy with. A dialogue step can be
seen as a number of smaller steps to be performed
in this order: (1) evaluate the user input; (2) calcu-
late the new dialogue state; (3) perform all actions
corresponding to the state transition (e.g. display
results and choices).
A goal description is a set of attribute-value

pairs where each attribute is a document property
or a system property and its value is an element
from the domain of that property. A goal descrip-
tion is something like a formalized user query. At
each stage of a dialogue we can have a look at the
goal description and see the current user request.
In the simplest case we would just have a list of
keywords. In a more advanced search system we
have a number of properties that can be tuned and
changed during the dialogue.

4 Results and Next Steps

UKSearch is an implemented prototype of our di-
alogue based search system. Results of a de-
tailed task-based evaluation (using TREC’s inter-
active track guidelines) have shown that users pre-
fer this system over a baseline approach - a stan-
dard search system (detailed results to be pub-
lished shortly). The focus is now on further evalu-
ation steps. An EPSRC grant has been awarded
for a 15-month research project entitled “Inves-
tigating the Usefulness of Markup-Based Know-
ledge Extraction”1. The project has started in June
2003 and will include larger scale evaluations of
the search framework for a number of document
collections.
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1 Introduction

In multiparty dialogue speakers must identify who
they are addressing (at least to the addressee, and
perhaps to overhearers as well). In non face-to-
face situations, even the speaker’s identity can
be unclear. For talk within organizational teams
working on critical tasks, such miscommunication
must be avoided, and so organizational conven-
tions have been adopted to signal addressee and
speaker, (e.g., military radio communications).
However, explicit guidelines, such as provided by
the military are not always exactly followed (see
also (Churcher et al., 1996)). Moreover, even
simple actions like identifications of speaker and
hearer can be performed in a variety of ways, for a
variety of purposes. The purpose of this paper is to
contribute to the understanding and predictability
of identifications of speaker and addressee in radio
mediated organization of work.

2 Corpus and Annotation

The data set used in this study consists of a 1/2hr
fragment of a 1hr40min simulation exercise in-
volving trainees in helicopter flight simulators,
involved in a coordinated mission with a com-
mand post and semi-automated simulated forces.
A small excerpt is shown in Figure 1. There are
over 30 speaking participants communicating over
multiple radio frequencies; simultaneous speech is
not necessarily interrupting.

The work described in this paper was supported by the
Department of the Army under contract number DAAD 19-
99-D-0046.

N Freq Spkr Addr Said
1 45 R06 STW STEEL tower .
2 45 R06 STW rogue 0 6 ,
3 42 STW R06 0 6 ,
4 42 STW R06 tower ?
5 45 R06 STW tower .
6 45 R06 STW this is rogue 0 6 ,
7 42 STW R06 0 6 taxi for departure ?
8 45 R06 STW rogue 0 6 .
9 42 R06 R07 rogue 0 6 ,
10 42 R06 R07 0 7 ,
11 42 R06 R07 0 6 is up at this time
12 8, 43 R7-B DO a:nd dragonops ,
13 8, 43 R7-B DO rogue 0 6 and rogue 0 7

are alpha at this time ,

Figure 1: Example of Radio Talk (IDs are under-
lined, IDAs in italics).

We segment the data into several levels of inter-
action structure. A transmission is a communi-
cation unit delivered over the radio. At a finer-
grained level, we segment communication units
into utterance units (Gross et al., 1993). Se-
quences of utterance units bymultiple speakers are
clustered into episodes of sub-activities, each tak-
ing place within a contiguous block of time and
centered on a single purpose. Episodes typically
have three chronologically organized phases: be-
ginning, action, and closure. They include on av-
erage 10-20 utterance units and between 4 and 15
transmissions. In addition to segmentation and
physical communication factors such as time and
frequency of transmission, we also annotated sev-
eral dialogue functions, including the addressee
of each utterance unit, any indications of call
signs identifying the speaker (ID) or the addressee
(IDA), see Figure 1.



3 Analysis

We analyze several types of factors that play a role
in the interpretation of the data, including Lin-
guistic: location of ID/IDA in the episode and
the transmission; other speech acts or military ex-
pressions in the same transmission as IDA/ID; and
Social: the role of the speaker; the relationship
(includingmilitary rank) between participants; the
episode.
We grouped transmissions into seven patterns

with respect to occurrence of ID, IDA and other
acts: (1) Basic IDA-ID pair (2) Reversed ID-IDA
pair (3) Single ID or IDA (4) Correction of ID or
IDA (5) ID or IDA as 3rd person reference in a
core act (6) ID or IDA with other core acts or mil-
itary expressions (7) no ID or IDA.
There are three types of sequences of transac-

tion patterns: standard truncated, and extended.
The standard pattern (e.g., 1-7 in Figure 1) fol-
lows the exact instructions in the call sign proto-
cols for the Army, involving at least three trans-
missions, each of which contains pattern (1): IDA
ID. However, the standard sequence is very rare,
only 4 sequences are of this type and they are all
initiations of contact between an entity and a com-
mand site, i.e. an inter-team call. An Example
of the truncated sequence pattern is lines 12-13 in
Figure 1 where the pattern is: a:nd IDA, ID as
subject in 3rd person. The truncation is expressed
in several ways: the initial conjunction indicates
the existence of previous contact, call sign of the
addressee is the short name of the entity, not the
full name, Dragon Operations (compare to the full
name used in the initial contact with Steel Tower
on line 1), and finally the self-identification, al-
though full, is used as the subject of a statement
informing the coordinating center of the activities
of both helicopters. In this sense the identification
function of the ID on line 13 is assumed. The ex-
tended sequences involve searching for an entity
with multiple calls, achieving a response only af-
ter subsequent calls, if at all.
The call signs are pervasive in radio talk: 42.3%

of all utterance units (from a corpus of 977 utter-
ance units, total) consist of ID or IDA, of which
20.1% are IDs and 22.2% IDAs. The position
in the episode is the most significant factor influ-

encing the frequency of the IDA/ID: 75.3% of all
ID/IDAs are in beginning phase of an episode, re-
gardless of their initiating or responding function.
67.9% of all IDs and 71.9% of all IDAs oc-

cur in communication unitswhich initiate a speech
act. That means that both IDs and IDAs are used
mostly for initiation, both on utterance function
level and on episode level. In addition, the pre-
scribed format for use of call signs demands the
first mention of IDA and second mention of ID,
which is the dominating pattern in the data. The
cases in which the call sign contact follows the
most explicit 3-step pattern are all in the first time
establishment of a contact at the beginning of an
episode, thus function as activity or topic manage-
ment as found for other kinds of information dia-
logues (Rats, 1996).
The roles, ranks, and relationships between

speakers and entities are a strong influencing fac-
tor. As expected, exchanges between entities rep-
resenting different task teams, i.e. “inter-team” ex-
changes are typically much more formal and use
more IDA/IDs whereas exchanges between mem-
bers of the same unit are typically less explicit.
75% of inter-team transmissions include an ID or
IDA, while this is true of only 50% of intra-team
transmissions.
The activity type also influences the use of

IDA/IDs. Most of the IDA/IDs are used in achiev-
ing a task, information gathering, and status report
activities. Communication checks and single calls
consist mainly of IDA/IDs. It is expected that ac-
tivities which require more changes of addresses
and speakers, such as gathering information from
different entities may be, will have higher number
of call signs, simply because they will be also dif-
ferent call signs and different contacts.
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Abstract

This work proposes a software com-

ponent approach to design a dialogue

multiagent system.

1 Introduction

Interaction is widely recognized as the most

important issue to design complex software

(Singh, 1997). In a software engineering view-

point, a MAS software system is made up

of multiple independent and encapsulated loci

of control (i.e. agents) interacting with each

other in the context of a specific application.

MAST (MultiAgent System Toolkit) is a

project developed in our laboratory (Vercouter

et al., 2003). The goal of this project is to

provide a software framework to simplify the

implementation of agent-based applications.

MAST is composed of di↵erent modules :

• DeMas : agent platform for distributed

execution providing low level services

like registry (Agent Identifier AID) or

message transport ;

• AdMas : an administrator’s tool to su-

pervise the deployment and the execution

through observation of DeMas services ;

• GeMas : a library of software components

providing models and tools coming from

academic works, to build applications ;

• MeMas : an Integrated Development En-

vironment (IDE) for building applications

based on GeMas.

2 MASTComponents

This library of MASTComponents is based

on the vowels approach where : (1) facet

”agent” provides several models of reasoning,

(2) facet ”environment” is a model for percep-

tion and action, (3) facet ”interaction” is a di-

alogue system, (4) facet ”organization” : an

organizational model for multiagent systems

and (5) facet ”user” : a Graphical User Inter-

face (GUI) for agents.

Figure 1 shows the UML class diagram that

explains the relationships between the classes

that represent components, roles and events.

A MASTComponentRole, an abstraction of ser-

vices provided by a component, specifies be-

haviours implemented by a MASTComponent.
A MASTComponentRole is a member of one or

several Facets. The MASTEvents link MAST-
ComponentRoles in the same Facet.

This paper focuses on the Interaction-
Facet.

3 InteractionFacet

The dialogue system proposed is for an ar-

gumentation system (Parsons et al., 2002), a

generic model of reasoning. Figure 2 reports

the UML object diagram that explains the re-

lationships among the objects that represent

MASTComponentRoles in the InteractionFacet,
and InteractionEvents between them.



Figure 1: UML Class Diagram of a MASTComponent

Figure 2: UML Object Diagram of InteractionFacet

an ACLMove is identified by a Move Identi-
fier (MID) which can be referred to later, and

contains : (1) a speaker (AID), (2) some hear-
ers (AIDs), and (3) a reply field : a MID or

empty if the ACLmove is the first one. an

ACLMove follows (4) a conversational protocol
(ProtocolRole) and contains (5) an illoctionary

act made up of a performative and a content.

An InteractionComponentRoles don’t neces-

sarily have all the fields of their ACLMove
specified. They exchange ACLMoveInterfaces
or a ACLMoveInterfaceList (a collection of

ACLMoveInterfaces). A CommunicationCom-
ponentRole receives (resp. sends) ACLMoves
coming from (resp. to) other agents. A

ProtocolComponentRole manages a conversa-

tion protocol. It handles the latest received

ACLMove and computes a collection of con-

ventional answers. A ReasonningComponent-
Role handles this collection and selects a sub-

set of chosen ACLInterfaceMove. A Strategy-
ComponentRole chooses an ACLMove, the best

depending on the strategy it implements.

4 Conclusion

The goal of this work is to provide a generic

way to specify a dialogue multiagent system.

Instantiation of this software components is a

work in progress.
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1 Motivation

We present MMAX, an XML-based Java tool for
the annotation of language data on multiple lev-
els of linguistic description.1 Most currently avail-
able annotation tools are restricted to single levels
of linguistic description, e.g. coreference, dialog
acts, or discourse structure. Annotations produced
for individual levels cannot easily be combined or
applied to the same language data. This, how-
ever, would be highly desirable because it would
allow for simultaneous browsing and annotating
on several linguistic levels. In addition, annota-
tion tasks could be distributed to several research
groups with different expertise, with one group
specializing in e.g. dialog act tagging, another in
coreference annotation, and so on. After comple-
tion of the individual annotation tasks, the annota-
tions could be combined into one multi-level anno-
tation that a single group could not have produced.
The annotation tool MMAX is intended as a light-
weight and flexible implementation of multi-level
annotation of potentially multi-modal corpora. It
is based on a simplification of annotations to sets
of markables having attributes and standing in re-
lations to each other. Due to its simplicity, the tool
is fast, robust, and highly usable.

2 Underlying Concepts

1. Base Data We use the term base data to refer
to the language data to which annotation is added.
MMAX supports the annotation of both written

1This abstract is based on a longer version in (Müller &
Strube, 2003). The current release version of MMAX can be
downloaded at http://www.eml.org/nlp.

text and (transcribed) spoken dialog. Written text
is simply modelled as a sequence of sentence el-
ements, each of which spans a sequence of word
elements. For spoken dialog, turns are used in-
stead of sentences.2 Turn resp. sentence and word
elements are stored in separate files and linked by
means of span attributes, which serve as pointers:
<turn ID="turn_12"

span="word_163..word_169" speaker="A"/>

<word ID="word_163">What</word>
<word ID="word_164">’d</word>
<word ID="word_165">you</word>
<word ID="word_166">do</word>
<word ID="word_167">with</word>
<word ID="word_168">them</word>
<word ID="word_169">?</word>

2. Annotation The MMAX tool is based on the
assumption that annotations can be simplified to
sets of markables having attributes and standing in
certain relations to each other.
A markable serves as the carrier of informa-

tion. It aggregates an arbitrary set of elements
from the base data. In the case of coreference an-
notation, markables would represent referring ex-
pressions, in the case of dialog act tagging, mark-
ables would represent utterances, and so on. In
order to add information to the base data, mark-
ables have to associate some attributes with them.
In MMAX, markables can have arbitrarily many
name-value pair attributes. In dialog act tag-
ging, when markables represent utterances, one
relevant attribute could be dialog act, with pos-
sible values like initiation, response, and prepa-

2For multi-modal dialogs, turns can contain not only
words but also gestures.



ration. While markables and their attributes are
sufficient to add information to sequences of base
data elements, they cannot relate these to each
other to model structural information. For this,
relations between markables are required. Mem-
ber and pointer are among the relations currently
supported by MMAX: member relations express
undirected relations between arbitrary many mark-
ables. For coreference annotation, a member rela-
tion like coref class could be used to mark sets of
coreferring markables. Pointer relations express
directed (1-to-1 or 1-to-n) relations. The following
is an example markable from a coreference anno-
tation. Not all actual attributes are shown.
<markable ID="markable_75" span="word_165"

coref_class="set_7" npform="prp" ... />

There is one set of markables per annotation
level in a MMAX document. Different annotation
levels are kept in separate markable files. Multi-
level annotation is made possible because mark-
ables are not directly embedded into the base data,
but reference base data elements in a stand-off
fashion (Ide & Priest-Dorman, 1996) by means of
their span attribute. Since markables on differ-
ent levels are related only indirectly by virtue of
shared base data elements, issues like overlap or
discontinuous elements do not arise.

3. Annotation Scheme The annotation scheme
contains the user’s specification of which (user-
defined) attributes and relations are permitted on a
markable under which circumstances. These spec-
ifications are enforced during the annotation pro-
cess, thus ensuring annotation consistency and at
the same time guiding the human annotator. In a
multi-level annotation, markables on different an-
notation levels (e.g. referring expressions and ut-
terances) require different attributes and relations.
Therefore, one separate annotation scheme can be
defined for each annotation level.

3 The Tool

For performance reasons, the MMAX tool has a
text-only display, but it can visualize relations be-
tween markables graphically by means of lines
drawn on the text. Installing the tool (under Win-
dows or Linux) is done by simply extracting a di-
rectory structure to the local hard disk; no further

installation is required. AMMAX project file con-
tains references to all files comprising a MMAX
document. For each annotation level, there is
one markable file and one annotation scheme file.
The project file also contains a list of customiz-
able XSL style sheets which allow different views
of the same document during a MMAX session.
Among other things, these style sheets support the
insertion of markable handles (usually brackets)
in the display, which allow the direct selection of
a markable even in cases of multiple embedding.
Annotation levels can be activated or deactivated.
If required, a popup menu is displayed containing
all active markables in a clicked display position.
The attributes of the currently selected markable
are displayed (and can be modified) in a separate
window. If the markable has relations to other
markables, these relations are visualized graphi-
cally. Creating and deleting markables and rela-
tions between them is done by means of context-
dependent popup menus. After each modification,
the display is refreshed in order to reflect changes
to the selected markable’s attributes.

Figure 1: Selected coreference set in MMAX
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Abstract 

Based on three principal elements: dialogue acts, strategy, 
and dialogue goal, this paper presents a management model 
of human-machine spoken dialogue.  

1 Introduction 
In the context of company's voice portal (PVE1) pro-
ject, our analysis of use shows that the voice service is 
very useful for applications such as information re-
quests, confirmation of a request, secretary works. 
Spoken dialogue in these situations is normally short 
but contains complex statements.  

However, it is clearly necessary to have a generic 
dialogue model that increases as much as possible the 
independence of the task. In this paper, we propose a 
generic architecture for a spoken dialogue system and 
in more details we concentrate on the dialogue man-
agement that permits this problem to be resolved. 

2 Basic principles in dialogue management 

2.1 Dialogue act 
Austin (1962) considers all utterance as an act of com-
munication called a speech act. For each speech act, 
by combining with the illocutionary logic notion, 
Vanderveken (1990) defined the illocutionary force of 
a speech act. And then, as Caelen (1997), it is useful to 
retain the following illocutionary forces in the human-
machine dialogue domain: 

Act Signification 
F  Do or execute an action. 
FF Ask the hearer to perform an action. 
FS Communicate information. 
FFS Ask for information. 
FP Give a choice, make an invite. 
FD Oblige to do without giving an alternative 

A dialogue act is a speech act enhanced by the illo-
cutionary force. In our dialogue management, a dia-
logue act is represented by an illocutionary force that 
specifies what the speaker wishes to achieve, and a 
propositional content represented the semantic schema 
of statement. Each utterance can contain one or more 
than one dialogue act. For example, the utterance 
                                                           
1 PVE - www.telecom.gouv.fr/rnrt/projets/res_01_5.htm 

"Jean  Caelen here, I would like to book a confer-
ence's room" may be interpreted to two dialogue acts: 
 
 
 
 
 

We consider that the input of the dialogue manager 
has always dialogue acts structured like this schema. 

2.2 Dialogue goal 
A goal is generally a state of the task or a mental state 
that one wants to reach. A dialogue goal is the goal 
that is sustained during an exchange.  

In our model of dialogue management, a dialogue 
goal is determined by the abstraction of dialogue act 
with the help of the dialogue plan (which is specified 
in the task model by elementary goals, called goal of 
task, and managed by the task manager). For example: 
with the utterance "I would like to reserve a room 
please" and the plan for booking a room like 
RESERVED[RoomName:Size:Material], we have the 
dialogue act as FF[Action(reserve)&RoomName(x)], 
and the dialogue goal as ToRESERVE(new) (new: 
new goal stated by the user). 

Once the dialogue manager formed dialogue goal, it 
sends this goal to the task manager to know if this goal 
is either reached, impossible to reach, or miss informa-
tion (states concerning tasks). Then, the dialogue 
manager must resolve itself the other states like satis-
fied, awaited or left. 

2.3 Dialogue strategy 
The dialogue strategy is the way to handle the talking 
turns between speakers to lead a dialogue goal. The 
strategy aims at choosing the best direction of fit of 
the goals at a given moment. It decides directly to the 
dialogue efficiency calculated by the speed of conver-
gence of the dialogue acts towards the final goal. As 
Caelen (1997), the typology of dialogue strategy is: 
directive strategy, reactive strategy, constructive strat-
egy, cooperative strategy and negotiated strategy. 

3 Dialogue management 
For developing spoken dialogue system, we used a 
generic architecture (Nguyen 2003) as figure 1: 

FS[FirstName(jean)&LastName(caelen)] 
& FF[Action(reserve)&RoomName(x)] 

  Illocutionary force 

Propositional content (p) Concept 



 

 
Figure 1: Generic architecture for a spoken dialogue system 

 

In our dialogue management, the dialogue manager 
with the dialogue act passed by Interpreter takes gen-
erally the role of driving the dialogue cycle, determin-
ing the dialogue goal, calculating the adequate 
strategy, and producing the dialogue act of the ma-
chine. Our approach of the dialogue management is 
based on these three main elements: dialogue act, dia-
logue strategy, and dialogue goal.  

As in the previous section, we could see that: 
- The dialogue act, generated by the Interpreter 

module, is independent to the task model. 
- The dialogue goal delegated to the task model. 
- The dialogue strategy, specified in the dialogue 

manager, does not related to the task model. 
 So by these above reasons, our dialogue manage-

ment is obviously very generic and independent to 
task model. This remark is very important and it gives 
us many advantages while building spoken dialogue 
systems, for example the reusability of dialogue man-
ager, the openness of whole system 

By using three elements, a spoken cycle in the dia-
logue manager happens as the figure 2.  

Figure 2:  Handling steps in dialogue manager 
 

4 Simulation and validation 
By using the principles and the model mentioned 
above, we have implemented the core of our spoken 

dialogue system, with the dialogue manager and the 
task manager, which aims to replace the secretary to 
realize tasks concerning the reservation of a confer-
ence room.  

The following example illustrates a dialogue to re-
serve a room: the system takes the dialogue acts of 
user's utterance as the input and produces the dia-
logues acts of the system, dialogue goal and strategy 
as the outputs. 

 Acts S Goals 
U1 hello, it is jean caelen 

FS[FirstName(jean)]&FS[LastName(caelen)] 

M1 
FS[Role(directeur du laboratoire)] & 
FS[Sexe(0)] 
Good morning mister director, please to hear 
you 

D Role 
reached 

U2 I would like to reserve a room 
FF[Action(réserver)]&FS[RoomName(x)] 

M2 FFS[Time(x)] 
For what date, please? 

C 
(Role 
satisfied) 
Time 
new 

U3 What are the possibilities? 
FFS[Date(*)] 

M3 FFS[RoomName(x)] 
Do you have any room preference 

C Room 
new 

U3 No, but I need a room for twenty people 
FS[Size(+20)] 

M3 

FS[RoomName(lafayette)] & 
FS[Date(20030323)] & FS[Hour(480)] & 
FS[Duration(600)] 
The Lafayette room will be available next 
Friday 

C 
Room 
reached 
Time 
reached 

U4 
That's fine and notify the pve's member 
FS[RoomName(OK)]&FS[Time(OK)]& 
FF[Inform(x)]&FS[Members(PVE)] 

M4 FFS[Mode(email)] 
Shall I notify them by email? 

R 

(Time, 
Room, 
satisfied) 
Mode 
new 

U5 OK,cool, goodbye 
FF[Mode(OK)]&FF[Close(OK)] 

M6 FS[Close(OK)] 
Goodbye 

R 
Mode 
satisfied 
Close 
satisfied 

Table 1. Example of conference room reservation  

5 Conclusion 
In many actual spoken dialogue systems, the dialogue 
manager still depends on the task model. The biggest 
advantage of our dialogue management model is that it 
is very generic and independent in relation to the task 
model. Therefore, this module is completely reusable 
for another spoken dialogue systems.  
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ß Invoke Task Manager to update 
plan of dialogue. 
ß Calculate the dialogue strategy  
ß Determine the actual goal. 
ß Generate the machine's acts. 
ß Send the dialogue strategy, goal 
and machine's acts to Generator. 

Next cycle 
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1 Introduction
This project note describes work conducted in the
larger COLLATE project, concerned with fundamental
issues in the development of information systems. The
focus of this part of the project is the conjunction of
Question Answering and Dialogue Modelling in sev-
eral different ways.

Comparing the notion of question answering in
information retrieval with the use of questions as
an organisational construct in an information state
model for dialogue.

Extending natural interaction with information
systems beyond the question answering task.

Examining the type of dialogues that arise be-
tween users and complex information systems.

Since the use of dialogue to access information ser-
vices is not yet an accepted technology, suitable dia-
logue data is in short supply. To counter this, we pro-
totype a partial functionality both as a technical infras-
tructure into which extended components can be slotted
and as a research tool for data collection.

2 Questions and Information Access
Research in Question Answering has been stimulated
by the competitive framework of TREC which has
spawned a variety of question answering systems.
However, most existing systems exhibit a functional-
ity that lies somewhere between that of a web search
engine and a human response to a direct question. This
is usually a one shot activity, similar to answering quiz
questions for humans, a highly stylised and minimal
form of dialogue.
A more natural dialogue interaction in response to

questions allows for clarification. An answer is not a
fact in isolation but part of a system of justified beliefs
to which the answerer has committed himself. There-
fore, he must be prepared to offer a justification and
it is, similarly, natural for an answer to trigger further
related questions.

In addition, an information access dialogue may ad-
dress aspects of how information is obtained. This is a
kind of meta-level subdialogue, concerning the process
of fulfilling the task. Thus, the system plays two roles,
as an expert on information resources, as well as the
agent who holds the information that is the answer to a
question. There is no natural parallel to this dual role in
human dialogue.

3 Implicit Questions

Recent development in dialogue modelling has also
been concerned with the relationship between ques-
tions and answers as the dynamic driving dialogue
interactions. However, such questions under discus-
sion (Ginzburg, 1994; Ginzburg, 1996), are more likely
to be implicit questions that are raised and answered
in the course of a dialogue. Explicit questions enter
this representation domain, but in so doing they tend
to raise further implicit questions, e.g. as a prototype
method for arriving at an answer.
Much of this work has been concentrated within the

ISU (Information State Update) approach to dialogue
modelling, based on an information state, as a single
representation of all the relevant context information
for the current point in the discourse, and a system of
update rules which map one state to another. The ISU
approach provides us with a general, high level tool
for prototyping dialogue systems. TRINDIKIT (Larsson
et al., 2002) combines a framework for the definition
of information states and update rules with the abil-
ity to integrate an ISU dialogue model and external re-
sources, such as parsers, speech recognition, and infor-
mation resources.

4 Available Resources

Dialogue is, characteristically, a complete application
for language technology. In principle, resources are re-
quired at all levels of analysis, in addition to the appli-
cation domain. In practice, compromises are possible,
provided that the linguistic domain can be adequately
restricted. Prototyping also allows the development of



different components at different speeds. In the context
of COLLATE we have a number of resources available:

A corpus of business reports from a newspaper,
hand annotated with relational templates,

A partial parser, SPROUT (Becker et al., 2002),
based on finite state technology,

A grammar of German, defined for named entity
extraction in SPROUT over a business domain.

To obtain realistic data for information access dia-
logues, we set about combining these resources in a
prototype dialogue system for closed domain question
answering.

5 Our Prototype System
To construct an application from the available re-
sources, a number of additional steps were required:

The relational templates in the corpus annotation
were compiled into a database.

A robust parser for question constructions was de-
fined, using technology developed for parsing spo-
ken language (Pinkal et al., 2000; Worm, 2000).
Fragmentary analyses from the SPROUT parser
were taken as input.

The SPROUT parser, robust parser and busi-
ness database were encapsulated as modules for
TRINDIKIT.

For the remaining modules where we had no specific
resources we followed standard practice in TRINDIKIT
prototypes, e.g. defining template generation for sys-
tem outputs.
The dialogue model divides the core task into three

phases:

1. obtaining information to consult the database,

2. interaction with information resources,

3. the appropriate presentation of results.

The first and third phases are conducted as dialogue, in-
cluding clarification subdialogues. The order in which
information is exchanged in each phase can be left
relatively free, because of the ISU model. In the pre-
sentation phase, follow-up questions that can be han-
dled with information already present in the informa-
tion state are regarded as clarifications, but a question
requiring new information from the database is treated
as a new query. However, follow-up questions are inter-
preted in the existing context, thus considerably short-
ening the new initial phase.

6 Usage
The purpose of constructing this prototype was to get
a foothold on the phenomena of realistic information
access dialogues, using a restricted system as an envi-
ronment for eliciting dialogue data. There are two par-
allel goals here: to conduct usability experiments to see
how natural interactions in such an environment can be,
and to obtain linguistic data to improve the linguistic
components. Since these results feed into subsequent
versions of the system, our strategy is effectively one
of bootstrapping by means of prototyping. To some ex-
tent, this replicates on a small scale the development
process effectively employed in Verbmobil (Wahlster,
2000).
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1 Introduction

The availability of linguistically annotated corpora
like the Penn Treebank has long proven benefi-
cial for computational linguistics research. How-
ever, attempts have begun only recently to pro-
vide corpora with discourse information (c.f. e.g.
URML (Reitter and Stede, 2003) or the Penn Dis-
course Treebank (PDTB) project at the University
of Pennsylvania1). Here we report on a project
whose goal is to generate a corpus annotated with
deep discourse semantic information which can
then be used to train statistical models of semantic
interpretation. We introduce our general method-
ology and describe how it is instantiated in a
purpose-built tool that supports interactive, semi-
automated annotation. The novel feature of this
tool is its use of a reasoning engine which imple-
ments a semantic theory of discourse interpreta-
tion to suggest annotations to the user.2

2 Overview of the System

At the core of our annotation system lies a mod-
ule which provides an infrastructure for interac-
tively annotating dialogues. It provides routines
to read (XML-formatted) dialogues, pass them to
a processing engine, let users edit and possibly re-
process the results of that step, and finally store the
finished annotation (also XML-formatted). This in-
frastructural module is called ANT, for Annotation

1C.f. http://www.cis.upenn.edu/∼dltag/
2Thus the development of the tool also allows us to evalu-

ate and improve the symbolic theory underlying the computa-
tion of suggestions by exposing it to large sets of “real-world”
data.

Tool.
This part of the system is independent from any

particular annotation task; the modules that make
use of the infrastructure on the other hand have
to be tailored to the task at hand. For example,
for any given task the exact input and output for-
mat has to be specified, and a discourse-processing
module which computes suggestions for annota-
tions has to be provided. Figure 1 shows an instan-
tiation of the architecture where the discourse pro-
cessing is done by a system called RUDI (Resolv-
ing Underspecification using Discourse Informa-
tion, cf. (Schlangen and Lascarides, 2002)) and the
input consists of semantic representations com-
puted by a wide-coverage HPSG (the English Re-
source Grammar (ERG); disambiguated parses of
the input utterances are provided by the RED-
WOODS treebank (Oepen et al., 2002)). This in-
stantiation of the system is called RANT (for RUDI-
based ANT).

RUDI

XMLsx of
utterance

of comp.
Repr.

 ANT Information State
XML

 User

Figure 1: Schematic Overview of RANT

In general terms, an annotation cycle in ANT
proceeds as follows:
(a) First, one basic unit of the data that is to
be annotated is read in; this could be an ortho-
graphic transcription of an utterance in a dia-



logue, together with a representation of its syn-
tactic and semantic structure. (b) This informa-
tion is passed to the discourse processing mod-
ule, together with previously collected informa-
tion (the context). The system expects back from
that module an information state (IS) representa-
tion, which might for example contain information
about performed speech acts, or about changes in
the common ground of the dialogue participants.
In general, any information state theory of dia-
logue could be utilised here. (c) The IS is pre-
sented in a GUI to the user/annotator, who can
then edit it. This process is interactive, because at
any point the revised information state can be sent
back to the processing module in order to compute
consequences of the changes. (d) Once the anno-
tator is satisfied with the IS, it is stored, and a new
annotation cycle begins with the current IS as part
of the context.

3 Extending the REDWOODS Treebank

We use RANT, an instantiation of this architec-
ture, to create a treebank annotated with dis-
course information. The basis of this is the RED-
WOODS treebank (Oepen et al., 2002), which
provides disambiguated parses for approximately
7000 dialogue-utterances from the domain of ap-
pointment scheduling. The kind of discourse in-
formation we are interested in and for which sug-
gestions are computed by RUDI can be illustrated
with the following example. (The hi in parenthe-
ses are the labels of the utterances.)

(1) (h1) A: What is a good time for you?
(h2) B: After 2pm on Monday. . .
(h3) . . . and I’m also free on Wednesday.

The IS with which we annotate the utterances
consists of two main elements: a logical form for
the dialogue in terms of a discourse structure, and
(parts of) the model that satisfies that structure.
This discourse structure consists of the following
elements: (i) the grouping of the utterances into
larger discourse units (e.g., utterances h2 and h3 in
(1) are grouped together); (ii) rhetorical relations
connecting these segments (e.g., h3 is a continu-
ation of h2, and the resulting segment provides
an indirect answer to question h1); and (iii) res-

olutions of (some) underspecification in the log-
ical forms, namely that arising from the use of
fragments (e.g., h2 is resolved to something para-
phraseable by “After 2pm on Monday is a good
time. . . ”), and that arising from the need to bridge
definites to the context (e.g., “Wednesday after-
noon” in h3 is resolved to be the next Wednes-
day afternoon after the time of utterance). These
three elements of discourse structure are logically
dependent; for example, a particular rhetorical
relation can have truth conditional consequences
which constrain the values of bridging relations
among temporal referents.
The IS also records certain parts of models

of the discourse structure, namely the denota-
tions of temporal referents—defined as intervals
on the calendar—that make the discourse structure
true, given knowledge about when the conversa-
tion took place. Finally, it also records the purpose
behind each utterance, insofar as the overall goal
of finding a time to meet is concerned.

4 Related Work

While we use the systemwith a particular dialogue
theory as background, we expect ANT to be useful
for evaluating and developing all kinds of IS-based
theories. In contrast to URML and PDTB men-
tioned above we aim to annotate our corpus with
much more detailed semantic information such as
goals and resolutions of semantically underspeci-
fied information described in Section 3, expecting
that this additional information will prove useful
for training statistical models.
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Abstract 

An overview is presented of the range of 
variability employed by speakers with re-
gard to the specificity of information in 
spatial communication, focussing on the 
significance of the context. This variability 
is described in terms of two underlying di-
mensions, one of which reflects a dichot-
omy of underdeterminacy and redundancy, 
while the other concerns vagueness and 
precision. Relevant results of several HRI 
experiments are used for exemplification. 

1 Introduction 

How does the given context influence the richness 
and unambiguousness of information or detail in 
spatial communication? While it is well established 
that redundancy is pervasive in linguistic commu-
nication, an impressive amount of literature deals 
with the ways in which utterances can be underde-
termined or vague, establishing that most language 
is neither precise nor unequivocal. Linguistic spa-
tial communication is specifically problematic. In 
any discourse, many aspects of  context contribute 
to understanding the processes enhancing or ham-
pering the success of the communicative goals. No 
matter how much theoretical ambiguity exists for 
an utterance, in most cases speakers manage to 
convey enough information for a human listener to 
infer what is meant. Modelling these processes in 
order to enable automatic language understanding 
systems to achieve similar communicative success 
is a major challenge for research in NLP.  

Experiments in human-robot interaction offer an 
optimal research area in this regard, since the dis-

course context (including linguistic elements such 
as the robot’s output and the discourse history as 
well as situational factors such as spatial configu-
rations) can be controlled and modified to an ex-
ceptionally high degree. Leaving the test persons 
ignorant with respect to the research aims, the den-
sity and specificity of information conveyance can 
be tackled on the basis of natural language data 
where the circumstances of production are specifi-
able in great detail.  

One useful distinction (Pinkal 1985) adopted in 
the present analysis is that between vague utter-
ances that leave room for a continuous spectrum of 
precisification options, and ambiguous ones that 
offer discrete options for precisification. While 
Pinkal addresses these phenomena principally on 
the lexical level, they can occur on all levels of 
linguistic communication, such as grammatical, 
pragmatic, or conceptual. 

2 Method 

Natural language data were collected in several 
studies of human-robot interaction of two different 
kinds. In each study, human users were asked to 
instruct an unfamiliar robot to perform a task with 
regard to several objects placed on the floor to-
gether with the robot. The tasks to be performed 
were either to move to one of the objects, or to 
measure the distance between two of them. The 
robot variably occupied different positions.  The 
configurations differed with regard to complexity, 
and while in the ‘move’ tasks the robot understood 
specific kinds of utterances (which the users were 
not told about), the ‘measure’ tasks were faked. 
Here, the computer into which the users typed was 
not connected to the robot, but produced answers 
in a predetermined fashion. Thus, different kinds 
of ‘dialogues’ emerged. Together, the studies con-



stitute a data pool of natural language instances of 
spatial reference in human-robot interaction sce-
narios in which (in contrast to most other work in 
spatial human-robot interaction) the users were not 
informed about the robot’s functionalities. 

3 Results and Discussion 

Utterances in which some piece of information 
necessary for identification of the goal object is 
missing and needs to be inferred are classified as 
underdetermined, while in cases of redundancy 
some information is provided in more than one 
way. These phenomena occurred in the following 
areas in our data:  
• Perspective. Since there are three kinds of 

possible perspectives, some specification is 
necessary but mostly not provided by users. 

• Reference systems. Some spatial expressions 
are capable of reflecting different kinds of ref-
erence systems: ‘rechts’ can be used in relative 
and intrinsic reference systems, which in some 
configurations may be a source for ambiguity. 

• Directions and angles. Some linguistic ex-
pressions (e.g. ‘diagonal’) presuppose a vector, 
needing a starting point as well as an end point 
for interpretation. Utterances containing less 
information are therefore underdetermined. Ut-
terances indicating an angle but leaving out in-
formation about the underlying reference 
frame are underdetermined, as in “minus 10 
Grad” (minus 10 degrees). 

• Configuration and figures. Some expressions 
presuppose knowledge about the spatial setting 
for interpretation. Implicit reference to groups 
(as in the adjectival use of projective terms) 
belongs in this category as well as all expres-
sions containing superlatives (‘farthest’, ‘near-
est’). Other expressions reflect the conceptuali-
sation of a specific figure, such as a triangle or 
a square. Utterances containing no explicit de-
finition of such a group or figure are underde-
termined in this regard.  

• Linguistic underdeterminacy. Viewed in iso-
lation, all utterances containing phoric (i.e., 
anaphoric, cataphoric or exophoric) elements 
are inherently underdetermined, since they de-
pend on the – situational or textual – context 
and require the recipient to infer the intended 
referents. In spatial communication, it is natu-
ral to refer (deictically) to the perceived spatial 

surroundings, and exophoric elements are 
therefore pervasive in the data. For successful 
communication it is essential that the inter-
locutors’ perception is compatible or can be 
matched via the linguistic representations.  

Often, users failed to provide information with 
regard to one of these categories, while giving 
elaborate and redundant information on a different 
aspect. This variability may reflect the user’s cur-
rent focus of attention in the given interaction.   

On another dimension, instructions vary be-
tween vagueness and precision. Many linguistic 
expressions specify spatial relations in a ‘qualita-
tive’ fashion, i.e., do not require the speaker to 
provide explicit information about quantitative 
measures. Overwhelmingly, in the data the qualita-
tive information given by spatial expressions was 
not specified further. Hedges and modifications as 
well as combinations of several reference systems 
were used to indicate the speakers’ awareness of 
the vagueness of their utterances, as in “das vor-
dere Objekt etwas links von der Mitte“ (the front 
object a little to the left of the middle). Thus, users 
attempt to render the instruction more precise by 
narrowing the range of applicability. This occurred 
most often in more complex scenarios. 

The classic difference between ‘continuous’ and 
‘discrete’ kinds of specification possible in cases 
of indefiniteness is reflected in spatial language 
and can be applied to conceptual as well as linguis-
tic phenomena. Underdetermined utterances con-
tain expressions presupposing elements that need 
to be inferred by the context, while vague utter-
ances need not be presuppositional, but contain 
inherently ‘fuzzy’ expressions that represent spa-
tial phenomena qualitatively rather than quantita-
tively.  

The phenomena identified in our data can be in-
terpreted via the notion of contrast: Users’ choices 
on the scales between redundancy and underdeter-
minacy as well as vagueness and precision reflect 
their aim at referring to the goal object(s) in a way 
that is sufficiently distinct to any competing ob-
jects, rendering the interpretation highly dependent 
on a reliable mapping between the user’s and the 
system’s conceptualisations of the current scenario. 
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Abstract

We describe the architecture and the
components of BEETLE, a dialogue-
enhanced Basic Electricity and Elec-
tronics Tutorial Learning Environment.

BEETLE

There is mounting evidence from cognitive sci-
ence and intelligent tutoring systems research that
the most effective tutors are those that prompt stu-
dents to construct knowledge for themselves. Nat-
ural language dialogue offers an ideal medium for
eliciting knowledge construction, via techniques
such as co-construction of explanations and di-
rected lines of reasoning. These strategies unfold
over multiple turns and require a dialogue system
to be flexible enough to deal with an unexpected
response, interruption, or failure of tactics. To
provide these capabilities, we have developed a
dialogue management framework, inspired by the
three-level architectures used in robotics.
Fig. 1 displays BEETLE’s underlying generic

and modular architecture for the management of
tutorial dialogue. It is divided into four ma-
jor parts (from left to right): external knowledge
sources, the information state, the update engine,
and the three-layered planning and execution ar-
chitecture. BEETLE’s architecture emphasises the
importance of clearly separating the knowledge
sources involved in tutorial dialogue, and thus

This research is supported by Grant
#N0001402IP20005 from the Office of Naval Research,
Cognitive and Neural Sciences Division.

Figure 1: BEETLE’s 3-level Architecture.

minimises the re-representation of knowledge in
different parts of the tutor system. Moreover, this
design emphasises and encourages the reusability
of components. Our system is composed of the
following modules, which interact using the Open
Agent Architecture (Martin et al., 1999):
O-Plan, a deliberative planning and execution

monitoring module implemented using the Open
Planning Architecture (Currie and Tate, 1991). O-
Plan is capable of performing on-the-fly plan re-
pair when tutorial situations occur that have not
been anticipated during the planning of the dia-
logue.
NUBEE, an NLU module which translates the

user’s typed English input to a logical form. This
is built using the CARMEL NLU toolkit (Rosé,
2000), which includes a robust parser and a wide
coverage grammar. We augmented CARMEL by



adding a reference resolution module, and an in-
terface to WordNet (Miller, 1990) that can look
for known synonyms of unknown words.
BEETLEGEN, a generation module which

synthesises English text from logical forms for
each system turn. BEETLEGEN is a hybrid gen-
erator combining a template-based approach with
grammar-based processing within a pipeline of
XML document transformations. BEETLEGEN’s
built-in intelligence includes reasoning about im-
plicit speech-acts, NP and VP pronominalisation,
and lexical choice. BEETLEGEN uses standard
XSLT stylesheet processors (Clark, 1999).
TIS, a dialogue manager developed using the

TRINDIKIT dialogue system shell (Larsson and
Traum, 2000). This module maintains the sys-
tem’s blackboard, including the dialogue history,
and encodes rules of conversation (e.g., listen-
ers are obliged to address questions). Note that
knowledge of how to converse is kept separate
from the planner’s knowledge of how to tutor, and
knowledge of the domain being tutored.
BEER, a Basic Electricity and Electronics Rea-

soner which encodes all of the system’s knowl-
edge about the subject matter to be tutored. BEER
is able to compute answers to student questions
and to simulate the execution of student lab ac-
tions. The domain reasoner is written in LOOM,
a description-logic-based knowledge representa-
tion and reasoning engine (MacGregor and Bates,
1987).
CURBEE, a curriculum agent which encodes

BEETLE’s representation of the teaching material.
The material is annotated for learning goals, level
of difficulty, and allocated time.
BEESM, a situational modeller which infers

relevant information about the immediate tutorial
situation based on the student’s interaction with
the system (time elapsed, amount of material cov-
ered, student’s answer correctness, etc.). BEESM
derives values for the autonomy and approval to be
given to the student, which inform (i) the tutorial
planning component that selects the next appro-
priate tutorial strategy, and (ii) the text generator
BEETLEGEN that generates the appropriate lin-
guistic realisations.
BEEGLE, a Tcl/Tk-based GUI displaying hy-

pertext lessons, multiple choice questions, a chat

interface, and the circuit simulation environment.
A screenshot of BEETLE is depicted in Fig. 2.

Figure 2: A Screenshot of BEETLE.

Currently, BEETLE has a series of hypertext
lessons and multiple choice questions covering the
topics of current, voltage, resistance, and power.
The practical exercise measuring current is sup-
ported with natural language tutorial dialogue.
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