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Abstract 

Current dialogue systems generally oper-
ate in a pipelined, modular fashion on 
one complete utterance at a time. Con-
verging evidence shows that human un-
derstanding operates incrementally and 
makes use of multiple sources of infor-
mation during the parsing process, in-
cluding traditionally “later” aspects such 
as pragmatics. We describe a spoken dia-
logue system that understands language 
incrementally, gives visual feedback on 
possible referents during the course of 
the user’s utterance, and allows for over-
lapping speech and actions.  We present 
findings from an empirical study showing 
that the resulting dialogue system is 
faster overall than its nonincremental 
counterpart. Furthermore, the incremental 
system is preferred to its counterpart – 
beyond what is accounted for by factors 
such as speed and accuracy. These results 
are the first to indicate, from a controlled 
user study, that successful incremental 
understanding systems will improve both 
performance and usability. 

1 Introduction 

The standard model of natural language under-
standing for dialogue systems is pipelined, 
modular, and operates on complete utterances.  
By pipelined we mean that only one level of 
processing operates at a time, in a sequential 
manner.  By modular, we mean that each level of 
processing depends only on the previous level. 
By complete utterances we mean that the system 
operates on one sentence at a time. 

There is, however, converging evidence that 
human language processing is neither pipelined 
nor modular nor whole-utterance. Evidence is 
converging from a variety of sources, including 
particularly actions taken while speech arrives. 
For example, natural turn-taking behavior such 
as backchanneling (uh-huh) and interruption oc-
cur while the speaker is still speaking. Evidence 
from psycholinguistics also shows incremental 
language understanding in humans (Tanenhaus et 
al. 1995, Traxler et al. 1997, Altmann and Ka-
mide 1999) as evidenced by eye movements dur-
ing language comprehension.  

Many different sources of knowledge are 
available for use in understanding. On the speech 
recognition side, commonly used sources of in-
formation include acoustics, phonetics and pho-
nemics, lexical probability, and word order. In 
dialogue systems, additional sources of informa-
tion often include syntax and semantics (both 
general and domain-specific.) There are also 
however some sources of information that are 
less frequently programmed.  These include such 
linguistics as morphology and prosody.  Knowl-
edge-based features are also available, such as 
world knowledge (triangles have three sides), 
domain knowledge (here there are two sizes of 
triangles), and task knowledge (the next step is to 
click on a small triangle. And, there is also 
pragmatic information available from the visual 
context (there is a small triangle near the flag.)  

Here we discuss some of the progress we have 
made towards building methods for incremental 
understanding of spoken language by machines, 
which incorporates pragmatic information at the 
early stages of the understanding process.  We 
also present a controlled experimental evaluation 
of our incremental system vs. its nonincremental 
counterpart. 
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2 Traditional vs. Incremental Systems 

Figure 1 shows a diagram of a traditional 
dialogue system architecture, with additional 
components and connections to added to support 
incremental understanding.  Incremental 
language processing as we conceive it involves a 
number of fundamental and inter-related changes 
to the way in which processing occurs: 

(a) input sentences are processed before the 
user turn ends, as opposed to processing only 
when turn is finished; 

(b) components of the architecture operate 
asynchronously with several operating simulta-
neously, in contrast to a serial one where only 
one module at a time can be active; 

(c) knowledge resources are available to sev-
eral components at the same time, in contrast to a 
"pipeline" architecture where knowledge is sent 
from module to module;  

(d) there is overlapping speech and graphical 
output ("action"), in contrast to presenting speech 
and other output sequentially; 

(e) system and user turns and actions can over-
lap as appropriate for the dialogue. 

We discuss some of these distinctions in more 
detail.  

In a traditional dialogue system architecture, 
each component processes input from other 
components one utterance at a time. In our in-
cremental architecture, each component receives 
input from other components as available, on a 
word-by-word basis. 

In a traditional system, each component feeds 
forward into other components. In our incre-
mental architecture, each component advises 
other components as needed – and advice can 
flow both “forward” in the traditional directions 
and “backward” from traditionally later stages of 
processing (such as pragmatics) to traditionally 
earlier stages of processing (such as parsing.) In 
a traditional system, the internal representations 
assume a strict division of time according to 
what’s happening – the system is speaking, or 
the user is speaking, or the system is acting, and 
so forth.  In our incremental architecture, repre-
sentations can accommodate multiple events 
happening at once – such as the system acting 
while the user is still speaking.  

In addition to these overall changes, our sys-
tem incorporates a number of specific changes. 
1. A Segmenter operates on incoming words, 
identifies pragmatically relevant fragments, and 
announces them to other system components 
such as the parser and the visual world simulator.  

Figure 1. Changes to spoken dialogue system architecture to allow incremental understanding.  
Boxes show components; lines show message flow.  

In both types of systems, the lexicon and the discourse state are resources shared by input and output. 
Components and connections new to the incremental system are shown in dashed lines.  

Incremental understanding also places requirements on the speech recognizer (production of partial hy-
potheses), the parser (incremental construction of charts), the interpretation manager and behavioral 

agent (handling partial interpretations and actions), and the visual world simulator (incorporation of se-
mantic models of partial actions) which are also important to the overall functioning of the system.  

This paper focuses on incremental understanding and thus the changes are to the understanding aspects 
of the dialogue system, including action-taking as representing direct evidence of understanding.   
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2. Pragmatic information is provided to the 
parser in order to assist with ongoing parses. 
3. Modeling of actions and events is done by 
means of incremental semantics, in order to 
properly represent partial actions and allow for 
overlapping actions and speech.   
4. Visual feedback is provided to the user about 
possible referents while the user is speaking. 

3 Testbed Domain: Fruit Carts 

To explore the effects of incremental under-
standing in human-computer dialogue, we de-
vised a testbed domain (Figures 2, 3) where a 
person gives spoken instructions to a computer in 
order to reproduce a goal map.  On the map, 
there are named regions, some of which contain 
flags as landmarks; the screen also has two kinds 
of objects: abstract shapes such as triangles and 
squares, and “fruit” of various kinds (avocados, 
bananas, cucumbers, grapefruits, and tomatoes.) 
In this domain, certain steps were taken in order 
to reduce complexity and increase the predict-
ability of the spoken language.  In particular, all 
objects and names of regions were chosen to be 
easy to name (or read) and easy for the speech 
recognizer to hear.  In order to facilitate the study 
of incremental understanding of natural language 

by machines, the Fruit Carts domain contains 
various points of disambiguation based on fac-
tors including object size, color, shape, and deco-
ration; presence or absence of a landmark; and 
phonetic similarity of geographically close re-
gions of the map (e.g. “Morningside” and 
“Morningside Heights” are close together.) For 
example, a square with stripes could also be re-
ferred to as “the stripey square”, but a square 
with diamonds on the corner cannot be referred 
to as *“the corner-diamonded square”. We thus 
chose a set of shapes such as “a small square 
with a diamond on the edge”, “a large triangle 
with a star on the corner”, “a small triangle with 
a circle on the edge”, and so forth. Human-

Figure 3. An example interaction with the incremental 
dialogue system. Note that in the top screenshot, halfway 
through the sentence, the large triangle is already high-
lighted. This figure shows typed input for clarity; the ex-
periments used spoken input. 

1 okay so 
2 we’re going to put a large triangle with nothing 
   into morningside 
3 we’re going to make it blue 
4 and rotate it to the left forty five degrees 
5 take one tomato and put it in the center of that triangle 
6 take two avocados and put it in the bottom of that triangle 
7 and move that entire set a little bit to the left and down 
8 mmkay 
9 now take a small square with a heart on the corner 
10 put it onto the flag area in central park 
11 rotate it a little more than forty five degrees to the left 
12 now make it brown 
13 and put a tomato in the center of it 
14 yeah that’s good 
15 and we’ll take a square with a diamond on the corner 
16 small 
17 put it in oceanview terrace 
18 rotate it to the right forty five degrees 
19 make it orange 
20 take two grapefruit and put them inside that square 
21 now take a triangle with the star in the center 
22 small 
23 put it in oceanview just to the left of oceanview terrace 
24 and rotate it left ninety degrees 
25 okay 
26 and put two cucumbers in that triangle 
27 and make the color of the triangle purple 
 

Figure 2. Example human-human dialogue 
in the fruit carts domain. 
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human dialogue collected in this domain was 
used in the construction of the dialogue system. 

We collected a set of dialogs from human-
human conversation in this domain. Our observa-
tions included the following: 

1. End-of-sentence boundaries tend to be fairly 
clear (at least to a human listener). Where a sen-
tence begins, however, is quite difficult to say 
precisely, due to disfluencies, abandoned utter-
ances, and so forth. This is in contrast to domains 
where speakers might tend to begin a sentence 
clearly, such as information retrieval ("Search for 
books by Kurt Vonnegut"). 

2. There seem to be two distinct strategies that 
people can employ: saying a direction all at once 
("Put it one inch below the flag") or continuously 
("Put it near the flag [pause] but down a bit 
[pause] a bit more [pause] stop.")  

3. Besides a pure All-at-once and Continuous 
strategy, people sometimes switch between them, 
employing Both. For example, the director might 
tell the actor to place an object "right on the flag 
[pause] down a bit [pause] keep going [pause] 
stop." We see these as possibilities along a con-
tinuum, using the same language mechanisms yet 
according different emphasis to the strategies. 

Our previous findings about these types of 
language include that continuous-style language 
uses fewer words per utterance than all-at-once 
language, and the words themselves are shorter 
in length as well (reference omitted for review).  
Furthermore, the use of continuous language in-
creases over the course of the dialogs. Specifi-
cally, the relative percentage of continuous lan-
guage increases over trials. The relative increase 
in continuous language over time is statistically 
significant (by logistic regression; style as out-
come, subject as categorical, trial as numeric. 
B=0.104 ± 0.037, exp(B) ≈ 1.11, p < 0.01). So 
not only do people engage in dialogue that relies 
on incremental understanding on the part of the 
hearer, but such interactions actually becomes 
more important as the dialogue progresses.  

We used these human-human conversations to 
form the basis for formalizing various aspects of 
continuous understanding, and for gauging the 
behavior of the spoken dialog system that we 
built to operate in this testbed domain.  The re-
sulting system is capable of interactions as 
shown in Figure 3, where the user’s utterance is 
processed as it is received, visual feedback is 
provided during the course of the utterance, and 
speech and actions can overlap. As in the human-
human interactions, moving an object from one 
location to another takes time in the working sys-

tem – that is, the objects are shown moving in a 
straight line from the beginning point (e.g. the 
bin at the bottom of the screen) to the end point 
(the flag in central park.) 

4 Related Work 

We have previously shown that incremental pars-
ing can be faster and more accurate than non-
incremental parsing (references omitted for re-
view.)  In addition, we have shown that in this 
domain the relative percentage of language that 
is of a more interactive style also increases over 
time (references omitted.) A number of research 
efforts have been directed at incremental under-
standing, adopting a wide variety of techniques 
including the blackboard architecture, finite state 
machines (Ait-Mokhtar and Chanod 1997), per-
ceptrons (Collins and Roark 2004), neural net-
works (Jain and Waibel 1990), categorial gram-
mar (Milward 1992), tree-adjoining grammar 
(Poller 1994), and chart parsing (Wiren 1989). 
We compare our work to several such efforts.  

Higashinaka et al. (2002) performed a linear 
regression experiment to find a set of features 
that predict performance of systems that under-
stand utterances incrementally. The system 
evaluated by the authors is incremental in that 
dialogue states are updated as the sentence is 
processed. However this is a result of incremen-
tally processing the input stream and not the type 
of continuous understanding we propose. In our 
approach we allow the parser to make use of in-
formation from different layers of processing (i.e. 
pragmatic constraints from verb-argument con-
structions, real world knowledge, etc). 

Rosé et al. (2002) describe a reworking of a 
chart parser so that “as the text is progressively 
revised, only minimal changes are made to the 
chart”. They found that incrementally parsing 
incoming text allows for the parsing time to be 
folded into the time it takes to type, which can be 
substantial especially for longer user responses.  
Our current work operates on spoken input as 
well as typed input and makes extensive use of 
the visual context and of pragmatic constraints 
during parsing.   

DeVault and Stone (2003) describe techniques 
for incremental interpretation that involve anno-
tating edges in a parser’s chart with constraints 
of various types that must be met for to the edge 
to be valid.  That has a clean and nice simplicity 
to it, but seems to impose uniformity on the sorts 
of information and reasoning that can be applied 
to parsing.  In our approach, advice to the parser 
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is represented as modifications to the chart, and 
can thus be in any framework best for the source.   

Work by Schuler (2001 and following) has 
moved away from a pipeline architecture by ac-
cessing different sources of knowledge while 
parsing the sentence.  Using real world knowl-
edge about objects improves parsing and can 
only be achieved by analyzing the sentence from 
the start. Schuler makes use of potential referents 
from the environment much the same way that 
we have also done by the use of model-theoretic 
interpretations. Thus the system evaluates the 
logical expressions for all possible potential ref-
erents at each node of the tree to know whether 
they are possible in the current domain. The 
author provides an example where a PP attach-
ment ambiguity is resolved by knowing a par-
ticular fact about the world which rules out one 
of the two possible attachments. Thus this sort of 
knowledge comes into play during parsing. Even 
though the system described in the present paper 
shares the same goals in using more than just 
syntactic knowledge for parsing, our parser feed-
back framework does not require the rewriting of 
the grammar used for parsing to incorporate en-
vironment knowledge. This approach based on 
probability feedback directly affecting the parser 
chart is simpler and thus more applicable to and 
easily incorporated in a wider range of parsers 
and grammars.  

5 Evaluation 

We conducted a controlled evaluation compar-
ing incremental understanding to its nonincre-
mental counterpart in our testbed domain. In the 
nonincremental system, speech and actions alter-
nate; in the incremental system, the actions and 
speech overlap.   

A total of 22 dialogues were collected, each of 
which consisted of two utterances and the corre-
sponding system responses. Eleven of the dia-
logues were in the control (nonincremental) con-
dition and eleven of the dialogues were in the 
experimental (incremental) condition. The utter-
ances were in-domain and understandable by 
both the nonincremental and incremental ver-
sions of the system, they were pre-recorded; and 
the same utterances were played to each version 
of the system; this technique allowed us to 
minimize variance due to extraneous factors such 
as interspeaker variability, acoustic noise, and so 
forth, and concentrate specifically on the differ-
ence between incremental processing and its 

nonincremental counterpart.  The resulting dia-
logues were recorded on digital video.   

The incremental system was approximately 
20% faster than the nonincremental system in 
terms of time to task completion for each two-
utterance dialogue, at 44 seconds per dialogue 
vs. 52 seconds for the control condition (single-
factor ANOVA, F=10.72, df=21, p-value 0.004). 

To further evaluate the effectiveness of the in-
cremental system, we conducted an onlooker 
study where 18 subjects, mostly from the Uni-
versity of Rochester community, rated the inter-
actions in the dialogues. First, each subject 
watched one video clip once and only once; then, 
the subject filled out written responses to ques-
tions about that video clip. Subjects provided 
responses for each dialogue video clip to four 
Likert-scaled (1-7, 1=less) questions on speed, 
accuracy, match-to-intent, and satisfaction: 

 
[FAST] “How fast did the computer respond?”  
 [ACC] “How accurately did the system understand?”  
 [ACT] “How well matched were the computer’s actions 

to what the person wanted?”  
[SAT] “If you had been the person giving the com-

mands, how satisfied overall would you be with the interac-
tion?”  

 
In order to check that people’s responses were 

objectively correlated with actual system per-
formance, four “wrong” system videos were in-
cluded in the study, two for each condition (non-
incremental control and incremental / experimen-
tal condition).  That is, the user in the video said 
one thing, but the system did something else.  In 
this way, we experimentally manipulated the   
“right/wrong” response of the system to see how 
people would rate the system’s correctness. 

We measured speed, accuracy, and match to 
user intentions with a subjective survey; as it 
happens, our results are compatible with methods 
that measure these factors objectively and then 
relate them to subjectively reported user satisfac-
tion. For example, the PARADISE model 
(Walker et al. 1997) found that speed, accuracy, 
and match to user intentions well predicted user 
satisfaction. Using a linear regression model as 
in the original PARADISE framework, we con-
firmed that with our data a linear model with 
speed  (FAST), accuracy (ACC), and match-to-
actions (ACT) as input variables predicts well 
the output variable satisfaction (SAT) (R=.795, R 
Square=.631, Adj. R Square=.625; df=3, 
F=91.389, p<0.001).  

Since the input and output variables are seven-
item Likert scale responses it turns out that ordi-
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nal regression models are a better match to the 
experimental setup than the linear regression 
models.  Ordinal regression models are specifi-
cally designed for cases where the variables are a 
set of levels that are ordered (N+1>N) but not 
necessarily linear (1 to 2 may not be the same as 
4 to 5.)  We thus adopted ordinal regression 
models for the remainder of the analyses.  In ad-
dition, since some of the subjects indicated in 
written comments that they got used to the be-
havior of the system over time, we included the 
dialogue number (NTH; 1=first seen, 22=last 
seen) as a covariate. And, since individual sub-
jects tend to vary in their responses (some sub-
jects more negative than other subjects), we also 
included subject (SUBJ) as an input variable.  

The model we built to analyze the effects of 
right/wrong system response (RIGHT) and non-
incremental vs. incremental processing (INC) 
was as follows.  We built an ordinal regression 
model predicting satisfaction (SAT) by 
right/wrong (RIGHT) and nonincremen-
tal/incremental (INC) and subject (SUBJ) with 
FAST, ACC, and ACT as covariates (Table 1).  

The first result we found was that there was a 
significant effect for RIGHT as a predictor of 
user satisfaction, in the expected direction: 
wrong responses predict lower satisfaction (or, 
equivalently, correct responses predict higher 
satisfaction.) These results help validate the ex-
ternal reliability of the experimental design.  

Next, to evaluate the effects of incremental vs. 
nonincremental processing, we examined the 
model coefficient for INC. In this case, nonin-
cremental processing was a significant predictor 
of lower satisfaction (p=.026) – or, equivalently, 
incremental processing was a significant predic-
tor of higher satisfaction.  

6 Conclusion 

Our results show that – at least for this task – 
incremental processing predicts higher user satis-
faction.  Why? The statistical model makes clear 
that this preference is the case after controlling 
for factors such as speed, accuracy, and match-
to-intent. Explanatory factors that remain include 
naturalness – that is, the ways in which incre-
mental systems are more like human-human 
conversation than their nonincremental counter-
parts. Nonincremental dialogue systems require 
many artificial restrictions on what the user and 
the system can say and when they can say it, and 
therefore exclude many important characteristics 
of natural human dialogue.  Incremental under-

standing has the potential to remove such obsta-
cles.  The work presented here suggests that suc-
cessful incremental understanding systems will 
improve both performance and usability 
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Dialogue can be understood as a pragmatic en-
tity where the participants try to maximize the pos-
sibilities of success in their argumentation.

Reed and Long (1997) make an interesting dis-
tinction between cooperation and collaboration.
For a dialogue to be brought about, cooperation
is necessary, but collaboration not always exists.

For us, a crucial and non-static element in dia-
logue is context, understood as the environmental
and personal states and circumstances that can af-
fect the development of the dialogue. This context
is in constant evolution, not only because of exter-
nal factors, but also because of the speech acts of
participants. Therefore, like Bunt (1994), we think
that the configuration of the dialogue is directly re-
lated to the intentions of the speakers/hearers and
to the context.

In what refers to the types of dialogues accord-
ing to human argumentation, Walton and Krabbe
(1995) introduced a taxonomy that has become
classical. They distinguish betweeninformation
seeking, inquiry, persuasion, negotiation, deliber-
ationanderisticdialogues. Our work is mainly fo-
cused indeliberation, a kind of dialogue in which
participants have to reach an agreement and make
a decision.

We approach deliberation from the perspective
of dialogue games (Carlson, 1983) with two par-
ticipants. We use the extensive form of games rep-
resentation because we assume the participation
of the speakers is sequential and they alternate in
turn. In this research, we are mainly interested in
defining games where the participants in the de-
liberation have secret intentions. In the sequel, the
term dialogue refers to “deliberation dialogue”.

The first step for describing deliberation is to
define two participants,A1 and A2. Each one
has a set of dialogue actsΘ(A1), Θ(A2), which
are subsets of the acts storeΘ = {p, r, s, a, q, x}.
Such store is an intentionally limited one, wherep
ands are two different types of arguments,r is a

counter-argument rejection,a is acceptance,q is a
question andx represents that an agent is quitting
the dialogue. We also establish thatr anda cannot
be initial productions of the dialogue because they
are only valid as a counter-argument.
R is a set of combinations of argumentation-

counterargumentation that relates elements from
Θ(A1) to acts belonging toΘ(A2). These rules
have the formp → q. Every agent has its own
set of rules,R1 for A2 and R2 for A2. If sin-
gle elements are found in the sets of rules of the
agents, they can be used only as starting produc-
tions. They are, then, the starting symbols of the
system. By definition, the participant that starts
the dialogue isA1, if it has at least one starting
symbol. Therefore, if both agents have starting
acts, onlyA1 will be able of using them.

We denote a productionw of an agentAn in a
given state asAn(w), and the set of possible pro-
ductions for an agentAn in a given state asθ(A1).

The possible outcomes of the deliberation are
represented with upper-case roman letters. They
belong to the setO, such thatO = {A,B, ..., Z}.
Some of the elements ofΘ are associated to ele-
ments ofO by an applicationF . Such elements
are named terminal acts.

Keeping in mind the parameters explained
above, a definition of deliberation games can be
introduced:

Definition 1 Having two speakersA1 and A2, a
deliberation gameG between them is defined as a
4-tuple:

G = (Θ,R, O,F)

where:

• Θ is an acts store;

• R = R1 ∪ R2 is the set of argumentation
rules for each agent;

• O is the set of possible outcomes of the delib-
eration;

Decalog 2007: Proceedings of the 11th Workshop on the Semantics and Pragmatics of Dialogue, pages 155–156.
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• F is an application relating elements ofΘ to
elements ofO. Such application is denoted
by the symbol ‘⇒’. If there is not anO ele-
ment for a sign belonging toΘ, then the result
is Ind, which means that the outcome is un-
decidable and the deliberation has to go on.

As for the tree diagram, we introduce a distinc-
tion betweenterminal nodesandfinal nodes. Ter-
minal refers to the nodes which cannot be devel-
oped any more, which corresponds to the classical
definition of “terminal”. However, final nodes are
the last nodes generated after a given move. The
nodes that, after the application ofF are not la-
belled wit Ind are terminal. NodesInd are final
but non terminal nodes. Tree-diagram will show
all the possible productions of the game, where
the nodes are the agents speaking and the edges
denote dialogue acts.

A trajectory of dialogueis every lineal path of
the tree starting in the initial node. Acomplete
trajectory is every path from the starting utterance
to a terminal symbol.

BeingG a deliberation game, andΘ = {w} the
acts store, we denote a trajectoryn of this game in
the formGn(w1, w2, ..., wn), beingw1, w2, ..., wn

the utterances generated to reach the final agree-
ment in order of generation. Since a dialogue has
as many trajectories as final results, then we say
that aG = {G1, G2, ..., Gn}. The width of a dia-
loguewidth(G) is the maximal number of trajec-
tories it has. The trajectories are ordered starting
with the leftmost and finishing by the rightmost.
We callpaired trajectoriesthose that have an even
number of edges and unpairedtrajectories those
that have an odd number of edges.

We define a moveM as an adjacency pair that
consists of argument and counterargument. A se-
quence is a set of movesMm,Mn, ...,Mi. A de-
liberation game can have one or more moves. As
in real life, some dialogues stop after a number of
productions that has been determined before, and
other can compute after all possibilities have been
explored. The productions generated after a move
Mn areθ(Mn). In θ(Mn), two types of acts can
be distinguished: non-terminalnt(Mn) and termi-
nal t(Mn). The state of the dialogue afterMn,
denotedΘ(Mn) includesθ(Mn) and all the termi-
nal acts that have been achieved beforeMn, de-
noted byT (Mn). Being Mm, Mn the first and
second moves in a deliberation, it is clear that in
Mm, Θ(Mm) = θ(Mm), while in Mn, Θ(Mn) =

t(Mm)∪θ(Mn). BeingM = {Mm,Mn, ...,Mi},
Θ(Mi) = t(Mm) ∪ t(Mn)... ∪ ...θ(Mi), or its
equivalentΘ(Mi) = T (Mi−1) ∪ θ(Mi). If in a
given moveMn, θ(Mn) = t(Mn), then the dia-
logue is complete.

The results of the productions in a moveMn

are designed byg(Mn), and they are obtained by
applyingF(θ(Mn) ⇒ O). The possible agree-
ments of the deliberation once the moveMn has
been performed, are denoted byG(Mn). They are
obtained by applyingF(Θ(Mn) ⇒ O).

In this research, we assume agents have a clear
order of preferences, even if they want to reach
an agreement. In order to optimize the options
to obtain a good deal, two very simple techniques
can be carried out:horizontal scoringandbalance
scoring.

Horizontal scoring measures the potential index
of success for each agent in a given move, if the
final agreement is achieved in that move. It just
calculates the average of the score for both agents
in each move.

Balance scoring is a technique that calculates
the possibilities of success for every one of the ut-
terances that an agent can perform in every move.
To do that, the sub-trees produced for every poten-
tial production are measured.

By means of this method we attempt to explore
some mathematical properties of deliberation that
can be applied to the design of strategies for the
agents to achieve a good agreement. The partici-
pants in the dialogue have to calculate the conve-
nience of having a large exchange as well as the
index of success for every trajectory. The model
assumes an evolution in the internal state of the
agents, in the strategies of the participants and the
environment where the conversation takes place.
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